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Executive Summary

The fifth quarterly report summarizes on the activities and productivity of the AWINN team at
Virginia Tech. The report covers the following thrust areas:

Advanced Wireless Technology

Secure and Robust Networks

Visualization of Wireless Technology and Ad Hoc Networks
Technology Integration Projects

During this reporting period, the AWINN team continued to successfully develop advanced
wireless, SDR, MANET protocols, UWB sensing and communication, and collaborative
communications technologies. The positive interaction between the diverse AWINN technologies
provides good insights into the integration and engineering of useful products. The Advanced
Antennas group continued the development of antennas in support of the AWINN Tasks 1.2, 1.3,
and 3. The group developed balun measuring methods for balanced wideband antennas. The SDR
team focused on the development of prototype transceivers and algorithms to support UWB,
MIMO communications, position location and ranging. The SDR initial algorithms have been
developed and tested in a proof-of-concept laboratory environment. The results of UWB sensor
show that ranging accuracy will be within few inches, and that position location by evaluating the
multipath delay profile is possible. The algorithms will be modified to provide full 3-D ranging
and positioning information. The team is ready to integrate the transceiver next quarter. Tests
conducted by the group confirm that time-interleaved sampling of UWB pulses using off-the-
shelf components is feasible. The Collaborative and Secure Communications team is developing
a collaboration method for the wireless communications. The method focuses on how to make
multiple independent transceivers work together to reinforce each other’s signal. They are
investigating methods for improving the communication link performance between a mobile base
station and distributed mobile sensor network. The reconfigurable computers group developed a
technique to enhance the processing speed of the SDR transceiver. The technique is based on
creating data paths to handle high data rates using COTS FPGAs. The effort of the Cross-Layer
Optimization group is focused on cross-layer design for UWB position location networks
PoloNet and collaborative radio networks. The Networking group is investigating various
protocols for QoS, security, mobile routing, and cross-layer optimization. The team is integrating
the routing and MAC (medium access control) protocols for ad hoc networks of multiple channel
operations to support both IPv4 and IPv6. The Real-Time team is concentrating on the standard
for the Distributed Real-Time Specification of Java (DRTSIJ), the time utility function, and the
implementation of distributed Thread Polling algorithm. The Visualization of Wireless
Technology team is completing an investigation of UWB contact-less sensor for the close-in
operations. Early results indicate that UWB sensor technology is compatible to the close-in
environment. The Technology Integration Projects (TIP) is developing the integration of the
various AWINN technologies. During this reporting period, the AWINN team formulated the
Close-In Communications and Operations (CINCO) concept that supports various operational
domains and briefed it to ONR on March 27, 2006.



1. TASK 1 Advanced Wireless Technologies
1.1 Task 1.1 Advanced Antennas

1.1.1 Overview

Task Goal: This task investigates new antenna technologies that may be applicable to Navy
missions and provide hardware for AWINN integration projects.

Organization: This task is managed by Director of Virginia Tech Antenna Group (VTAG) using
the following personnel:

Bill Davis, Director
Warren Stutzman, Faculty
Randall Nealy, Engineer
Taeyoung Yang, GRA
Scott Bates, GRA

John Kim, GRA

Gaurav Joshi, GRA

Summary: This quarter progress continued in the development of antennas for Sea Basing
applications and loading dock applications using UWB and small antennas. A prototype for a
balun and feed network for the four-square element is progessing to make the antenna a more
viable element in multi-element, planar arrays. Lastly, thoughts on modeling a ship propagation
environment have been completed with techniques for measurement using UWB and issues on
transient aspects of MIMO.

1.1.2 Task Activities for the Period

Task objective: Investigate new antenna technologies applicable to Navy missions and provide
hardware for AWINN integration projects.

Links to other tasks: Tasks 1.2, 1.3, 3, and 4

Subtask 1.1.2a Investigation of compact antennas for handheld and mobile terminals
Task objective: Design compact planar UWB antennas for various applications and systems.

Accomplishments during reporting period: This task develops antennas for use in handheld and
mobile terminals that require compact size and robust performance for both fixed and portable
systems. This task was on hold for this quarter.

Links to other tasks: This task supports Task 1.2 and Task 4

Schedule: This continued through December 2005. Some future work may still occur on this task,
but not as a major effort.

Personnel: Taeyoung Yang, GRA

Subtask 1.1.2b Antenna Characterization — transient & wideband
Task objective: Provide antenna characterization methods in both frequency and time domain




Accomplishments during reporting period: This task is linked to Subtask 1.1.2a and c. This task
was on hold for this quarter and the related work is reported in Subtask 1.1.2¢.

Links to other tasks: This task supports Task 1.2 and Task 4

Schedule: This subtask is a major part of Task 1.1 in the spring and will continue in support of the
other AWINN tasks with prototype antennas, both simulated and built.

Personnel: John Kim (GRA), Randall Nealy (Engineer), and W. Davis (PI)

Subtask 1.1.2¢c UWB antennas in support of AWINN demonstrations, including UWB
Sea-Basing technologies

Task objective: Develop antennas to support Ultra-wideband (UWB) high data rate links

Directional Antenna for SDR Receiver

Introduction

An antenna is needed for a directional SDR receiver. The specifications for the antenna are listed
in Table 1.1-1. The antenna will be mounted at a corner of cargo crate and this requirement was
considered in the antenna construction to enable easy mounting to the comer.

Table 1.1-1 Specifications of the Antenna Needed

Size Not a major constraint but an antenna dimension fitting
inside a 6” x 6” x 6” is desired

Transmitted Pulse Width Given a 500 ps pulse input, the transmitted pulse width
should be 1000-1500ps, with minimal pulse dispersion or ringing

Gain Not a major constraint

Weight Not a concern

Absolute Frequency 500 MHz - 4 GHz

Range

Antenna Candidates

There are a couple of antennas that have been modified from their original design to fit the
specifications. The two antennas suitable for UWB transmission are TEM horn and tapered slot
antenna (TSA). Both were modified with a corner ground plane to be suitable for the application.

Simulation Results

Prior to constructing the antenna candidates, both were simulated using the commercial code
FEKO to obtain the impedance, radiation pattern, and time domain response. The results for each
antenna are presented.

Half TEM Horn Placed Externally Over a Corner Reflector (HTEM)

A TEM hormn shown in Fig. 1.1-1 has excellent UWB characteristics and a useful aperture for
receiving signals. A half TEM hom over a flat ground plane shows good operating
characteristics. However, for the application it is not directly suitable. Instead, the horn was
folded around a comer reflector to keep a constant distance between the reflector and the horn.
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a) Top View b) Side View ¢) Front View
Figure 1.1-1 Half TEM horn over a corner reflector.
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Figure 1.1-2 Time domain simulation result for the HTEM antenna.

The time domain simulation result for the HTEM is shown in Fig. 1.1-2. The time axis is a
nanosecond scale. Both responses shows ringing after the main pulse response that lasts longer
than 1.5 ns so that this antenna is less than desirable for the requirement outlined. The time
domain response shows a lot of ringing so it was excluded from the possible candidate.

Half Tapered Slot Antenna Over a Corner Reflector (HTSA)

Another class of antennas that has excellent UWB characteristics is the tapered slot antenna
(TSA) shown in Fgure 1.1-3. The same idea as the TEM horn is applied here, where half of a
TSA antenna is placed over the corner reflector.

| V4
|

T

a) Top View b) Side View ¢) Front View
Figure 1.1-3 Half TSA over a comer reflector.

The time domain response results are very promising. The far-field pulse response for three
different angles is shown in Fig. 1.1-4. As can be seen from the simulated far-field pulse
responses, the produced pulses have a width less than 1.5 ns with very little ringing.
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Figure 1.1-4 Pulse responses at three different angles for the HT'SA antenna.

Antenna Fabrication and Measurement

Three test antennas were made out of 16 mil thick brass sheets with SMA connector for
connection with SDR receiver. The results are shown in Fig. 1.1-5. The reflection from ground



on bore sight was tested. The distance from the antenna to floor was around 70 ¢cm so

pulse is expected to be present at 4.6 ns.
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Figure 1.1-5 Pulse response of three identically constructed half-TSA antennas.

The three half-TSA antennas were adjusted for a fixed separation from a ground plane and show

distinct pulses at 4.7 ns corresponding to this separation.

A transmission test between two

antennas to observe reflection from the ground and direct transmission between the antennas

remains to be done.

Links to other tasks: This task supports Tasks 1.2, 1.3, and 4




Schedule: This subtask is a major part of Task 1.1 in the spring and will continue in support of the
other AWINN tasks with prototype antennas, both simulated and built.

Personnel: John Kim (GRA), Randall Nealy (Engineer), and W. Davis (P])

Subtask 1.1.2d Antennas providing polarization, spatial, and pattern diversity —
Evaluation of antennas in a MIMO environment

Task objective: Base station/access point antennas providing polarization, spatial and pattern
diversity useful in supporting MIMO and space-time coding processing. Evaluation of antennas
in a MIMO environment.

Accomplishments during reporting period: In continuation with the ongoing emphasis on the
characterization of wideband propagation environment on the topside/upper-deck of a warship or
destroyer, this month’s efforts focused on the ultra-wideband (UWB) pulse measurements in an
indoor environment. The first of the three scenarios evaluated for ultra-wideband communication
over short distances, namely Line-of-Sight in a hallway was reported in the previous
correspondence.

Multiple-Input Multiple-Output (MIMO) UWB Measurement Setup

This section discusses the capacity of a UWB multiple-input multiple-output (MIMO) channel
capacity based on experimental results. The UWB MIMO channel capacity is calculated for two
indoor hallway scenarios: (a) line-of-sight (LOS) hallway environment, and (b) obstructed non-
line-of-sight (NLOS) around a hallway comer environment.

The UWB-MIMO measurement setup for LOS condition is shown in Fig. 1.1-6(a). Fig. 1.1-6(b)
shows the UWB-MIMO measurement setup for obstructed NLOS channel condition. Ultra-
wideband multiple-input multiple-output (UWB-MIMO) pulse measurements were conducted in
a controlled hallway environment in line-of-sight and obstructed channel conditions. The UWB
pulse is a Gaussian pulse corresponding to a frequency range of 1 GHz — 13 GHz. The
measurements were conducted using the vector network analyzer (VNA HP8510) inside a room
with cables extending to the two planar TEM horn antennas in the hallway.

The experiment is calibrated with the response from a LOS link consisting of two planar TEM
horn antennas mounted on pedestals at a height of 0.83 m and at a reference distance of 1 m,
which is the separation of between the horn apertures. Four measurements corresponding to the
permutation of two transmit and two receive antenna positions were recorded and post-processed
as described in the next section.

Multiple-Input Multiple-Output (MIMO) UWB Channel Analysis

Multiple-input multiple-output (MIMO) is a popular approach to improve data rate capacity using
multiple antennas at the transmitter and the receiver. Achievable channel capacities are measured
in terms of the number of bits transmitted per second over a unit bandwidth in bits/sec/Hz [1].
Under ideal conditions, a MIMO channel with & number of transmit and receiver antennas
increases the channel capacity over conventional single-input single-output (SISO) channels by a
factor of N. Such large channel capacities are achieved when signal from each of the individual
transmitter is received uncorrelated at each of the receiver. Environments rich with scatterers help
achieve the true potential of a MIMO channel.
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(b) Non-line-of-sight (NLOS) obstructed channel condition around a comer inside a hallway

Figure 1.1-6 Measurement setup using two planar TEM hormn antennas mounted on pedestals
at a height of 0.83 m. A single transmit antenna and a receive antenna is used to create a 2 x 2
MIMO channel with a separation of 0.3 m between the antenna positions numbered 1 and 2.

Channel capacities of flat faded (non-dispersive) narrowband applications have been widely
reported in literature. However, no analytical expressions for channel capacity have been reported




for dispersive channel conditions. Ultra-wideband communications applications experience
channel dispersion due to extremely large bandwidths in excess of 500 MHz and even as much as
7.5 GHz. Hence, channel capacity expressions developed for narrowband applications cannot be
applied to UWB communications [2].

The complex base-band vector expression for the received signal in an nr x ng narrowband (non-
dispersive) MIMO channel is given by

Y by By h’lnr X
Y2 hy hy - h

(1.1-1)

y"R hnkl hnk gL #of hanT h xn-,
where x; is the signal transmitted from the ;" antenna, y; is the signal received at the i™ antenna,
and A; is the complex channel gain between the ™ transmitter and the /™ receiver. The average
capacity of a random Rayleigh faded SISO channel (nr = ng= 1) with an average transmit power

constraint of Pris given by [3]
C:E{logz(H—PHh“lZ]} (1.1-2)
GII

where E[+] is the expectation operator, 6,,” is the noise power spectral density of the receiver, and
| A, | is random variable with a Rayleigh distribution. Avoiding the lengthy mathematical
derivation, the average channel capacity of an AWGN MIMO channel with Rayleigh faded

channels is given by [3]
b H
C=Eqlog,| det| I, +—HH (1.1-3)
R O-"

where H is the channel matrix with elements as complex channel gains, and {}” indicates
hermitian transpose.

The average channel capacity of a dispersive UWB MIMO channel is better appreciated in the z-
domain due to simpler mathematical manipulations compared to the time-domain. The total
MIMO system response in the z-domain is given by [4]

P2 = H (@), ny 7 (2),1 (1.1-4)
A 2 x 2 UWB MIMO channel was measured in an indoor hallway environment with LOS and
NLOS channel conditions as shown in Fig. 1.1-1. The UWB MIMO channel transfer function
was measured in the frequency domain using a vector network analyzer (VNA-HP8510) and post
processed to obtain H(z). Hence, for a deterministic estimate of the channel capacity C(z) at each
frequency from | GHz to 13 GHz in steps of 50 MHz is given by

C(z)=1log, ( det[ L, +%H(Z)H(Z)H]], where z = e’* (1.1-5)
The channel capacity of a 2 x 2 UWB-MIMO channel in a LOS channel condition averaged over
the frequency range of 1 GHz to 13 GHz is shown in Fig. 1.1-7. Note that the estimated channel
capacities for individual UWB links is also shown for comparison. The trend shows that at low
transmit power, the capacity of the 2 x 2 UWB MIMO link is only as good as the best of the four
individual links. At higher transmit powers, the rate of improvement in channel capacity (given
by the slope of the curve) is twice as that of the individual links.



The channel capacities of a single-input single-output (SISO) and a 2 x 2 Rayleigh faded MIMO
channels are also shown for comparison. The Rayleigh fading indicates worst-case fading and
hence, it presents a lower bound on the achievable channel capacity. The channel capacity of a
SISO Rayleigh faded channel is given by (1.1-2) and that of a 2 x 2 MIMO Rayleigh faded
channel is given by (1.1-3) with (ry= ng=2).
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Figure 1.1-7 The channel capacities of individually measured UWB links and a 2 x 2 UWB-
MIMO channel calculated using (1.1-5) and averaged over a frequency range of | GHz to 13
GHz. The channel capacities of a SISO Rayleigh faded channel given by (1.1-2) and ofa 2 x 2
MIMO Rayleigh faded channel given by (1.1-3) are shown for comparison.

Similar channel capacity results obtained for a 2 x 2 UWB-MIMO channel in an obstructed
NLOS channel conditions are shown in Fig. 1.1-8. Fig. 1.1-8 compares the channel capacities
calculated using (1.1-5) for individually measured UWB channels as well as the UWB-MIMO
channel for both the LOS and NLOS channel conditions. The channel capacity is averaged over
the frequency range of 1 GHz to 13 GHz. As expected, the estimated channel capacities for
individual UWB links in LOS condition is much higher compared to the NLOS channel
condition. At low transmit powers, the capacity of the 2 x 2 UWB MIMO link for both LOS and
NLOS channel conditions is only as good as the best of the respective four individual links. At
higher transmit powers, the rate of improvement in channel capacity (given by the slope of the
curve) is twice as that of the individual links.
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Figure 1.1-8 The channel capacities calculated using (1.1-5) for individually measured UWB
channels as well as the UWB-MIMO channel for both the LOS and NLOS channel conditions.
The channel capacity is averaged over the frequency range of 1 GHz to 13 GHz.
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Links to other tasks: This topic may impact on the frequency selection and interaction of the
measurements used for the Sea-Basing cargo systems being considered in Task 3.

Schedule: This was a major subtask in the Spring 2006.
Personnel: Gaurav Joshi

Subtask 1.1.2e Support physics/engineering-based models for Digital Ships

Task objective: Support of Task 3 to develop physics/engineering—based templates for Digital
Ships for radar simulation, including EW techniques.
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Accomplishments during reporting period: No requests are currently pending from Task 3 and no
work was performed on this task.

Links to other tasks: In support of Task 3 on Digital Ships

Schedule: As requested by the personnel of Task 3. Some work may continue as it is felt to be
useful to Task 3.

Personnel; Taeyoung Yang, GRA

Subtask 1.1.2f Wideband balanced antenna/array feed networks

Task objective: Development of array feed networks for wideband balanced antenna systems
such as the Fourpoint antenna investigated in the NAVCIITI program

Accomplishments during reporting period: Since the last report the focus for the wideband
antenna/array has been on several related tasks. One is the design of a balun network which also
provides some degree of impedance transformation for a single four-square antenna element. The
other task is the design, construction, and testing of a broadband balun, as well as the possessing
of the impedance transformation characteristics for an impulse radiating antenna (IRA). Each task
will be discussed below.

Balun Design for Four-Square Antenna

The four-square antenna is a versatile, broadband, planar antenna element which can be easily
incorporated into an array configuration to facilitate beam steering. For this reason it was chosen
as a good antenna for testing various balun and feed network designs. The present task is to
incorporate a balun with a single four-square antenna element. Because the four-square input
impedance is 100 Q and signal feed lines are generally 50 Q it is desired that this balun also
provide an impedance transformation.

A suitable model for a four-square antenna was developed for simulation purposes. Two slightly
different feed structures will be considered. A model which looks like that in Fig. 1.1-9 (a) below
has been successfully simulated. The excitation of the antenna in Fig. 1.1-9(a) occurs at the
location of the two opposite driven four-square elements. The two metal posts underneath the
four-square element are meant to simulate the two coaxial feed lines in Fig. 1.1-9(b). The results
for input impedance and VSWR match fairly well with results obtained from [1]. In the case of
(a), the posts are shorted together. In case (b) the outer conductors of the two coaxial lines are
shorted together. Fig. 1.1-9(c) shows an alternate feed structure consisting of parallel lines. In
cases (b) and (c), the balun will be attached at the feed position undemneath the ground plane.

Fig. 1.1-10 shows the simulated input impedance and VSWR for the case of Fig. 1.1-11(a). When
the remaining two simulation configurations produce suitable results, comparison simulations
will be run. In one simulation, the antenna will be excited using a single coaxial cable feed in an
unbalanced configuration as in Fig. 1.1-11(b). A second simulation, with a configuration like that
of Fig. 1.1-11 in which a balun is inserted between the feed and the antenna input was run. The
pattern results are compared to determine the effectiveness of the balun.
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Excitation

Excitation Excitation

a b o]

Figure 1.1-9 Three different four-square antenna models. In (a) the excitation occurs at the
two driven elements, in (b) the two coaxial feeds are modeled and excited below the ground
plane, in (c) a pair of twin lines is excited below the ground plane.

Several balun geometries were considered for this task. Two of the designs in Fig 1.1-10(a)
depicts a coplanar waveguide (CPW) input transitioning to a slot line (SL) structure [2]. Fig. 1.1-
10(b) also has a CPW input which becomes coplanar strips (CPS) at the output. The CPW
structure is unbalanced and can thus be fed with coaxial line. Both the CPW and CPS structures
are well suited to feed the balanced input to the four-square antenna because they are themselves
balanced.
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Figure 1.1-10 Calculated VSWR and impedancné_data for the Figure 1.1-9(a) four-square
geometry, for a 50-Q reference.

A simple MatLab code was written to calculate the transmission line impedances of the types
mentioned above. The equations were found in [3]. These two balun designs have unfortunately
not yielded usable results. The dimensions of the CPW structure for a 50-Q input impedance is
prohibitively small. Various techniques were tried to overcome this problem including using high
dielectric substrate (g, = 10.8) and a thicker substrate. Unfortunately no method allowed for a
workable dimension.
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’7 Antenna

—

L Antenna
a b
Figure 1.1-11 (a) depicts an unbalanced feed to the four-sqaure antenna. (b) shows a
balanced feed.
a b

Figure 1.1-12 Images of the cpw and cps baluns. From [2].

The balun design is now focused on using a 180° hybrid instead of one of the balun types
mentioned above. Specifically a rat-race hybrid is in the design and simulation stages. If the
bandwidth of this hybrid proves to not be wide enough, a tapered coupled-line hybrid design will
investigated. Once we are able to show that the proposed 180° hybrid can provide a balanced feed
to the input of the single four-square element a feed network, which will incorporate the needed
balun structures, a small, square array of four-square antennas will be developed and simulated.

Broad band balun and balun measurements

The first iteration of a broad band balun, which will be used as the feed network for an IRA, was
built and measured. It is intended to provide both a balanced output to the IRA as well as an
impedance match. The desired impedance transformation is from 50 Q unbalanced to 200 Q
balanced. The construction is copper tape over FR4 printed circuit board. The dimensions are
given in Fig. 1.1-13.
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Figure 1.1-13 Triangluar tappered balun.

[t is important to be able to determine the level of balance provided by any balun. The classical
method of determining the balance provided by a particular balun is to measure an antenna both
with and without the device. If the balun is effective, the antenna pattern should be close to the
theoretical shape of the pattern. At the very least, in general, the pattern with the balun present
should be synnetric if the balun is working correctly, assuming the pattern should be symmetric.

Though the above method will work, it is desired to have a method for measuring the efficiency
of a balun that does not involve measuring an antenna pattern. Because the output side of the
balun is balanced it cannot be measured directly with a network analyzer because both the feed
cables from the analyzer are unbalanced. There exist several alternate techniques for
measurement that can be employed to determine the extent to which a balun is working correctly.

Fig. 1.1-14 depicts the two methods. Fig. 1.1-14(a) demonstrates the conversion of the balun from
a two port to a three port device. Each leg of the balanced output port is connected to a short
length of coaxial cable with the outer conductor of each cable shorted together. The amount of

balance can be determined by looking at the magnitudes and phases of S$21 and 3. For balance,
we expect |S21| = |S3l| and |l931 —021| =180°.

1\,/2
—=_, —==— =

3 Port Direct Indirect

a b

Figure 1.1-14 Testing methods for the tapered balun. (a) depicts the three port method of
verification of balance while (b) shows the direct and indirect method.

Another standard method for measuring balance is to connect two baluns under test together as in
the “Direct” arrangement of Fig. 1.1-14(b). This method requires that two baluns be arranged
such that the balanced output of one feeds directly into the balanced output of another balun of
the same design. This configuration presents two unbalanced ports to connect to the two
unbalanced ports of a network analyzer. This is generally referred to as a back-to-back
measurement. We believe that by using this back-to-back data in conjunction with an indirect
back-to-back measurement a more thorough assessment of balance can be obtained. Fig. 1.1-
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14(b) “Indirect” depicts the indirect back-to-back geometry. In this case the balun on the right has
been flipped along its horizontal axis and the ground side is facing outwards.

Data for the two port to three port measurement method is pictured below in Fig. 1.1-15 for the
tapered balun design pictured above. Note that the magnitudes of S,; and S, are fairly close over
the frequency range. It appears to have a fairly good balance over the frequency range 0.5 GHz
to 20 GHz. Note that it is also fairly lossy. This is due to the fact that the baluns were built using
FR4 printed circuit board which is quite lossy above 1 GHz. Fig. 1.1-16 shows the phase
difference between S,, and S;;. They appear to be out of phase by either —180° or 180° as desired.
Fig. 1.1-17 shows a picture of the baluns that were measured.

A second iteration balun design will be constructed using a material with much better loss
tangent and will be constructed by etching rather than applying copper tape. A model is now
being developed so that the direct-indirect balance verification method can also be tested in
simulation.

Magniutde S21 and S31

0.8 -
0.7
i,‘f\
i

06 - h‘h,-f-,«,.,'_"s,'

0.5
3 W
P3 M\-\ v
R g 4 %W s
= YA _—
= IJ‘I
=] W |

e
T o+ | /i
v
| Pt i
B2 N A\
.'. 3 \ ,—""' .
\ B 2 H\
T
0.1 | L
0 . m— ' - -
0 5 10 15 20
f [GH2)

Figure 1.1-15 The transmissions to the balanced ports of the three-port model,
demonstrating the symmetry of the balun design.

Goals for the next quarter

There are several goals for the next quarter. The first is to finish the simulations models for the
two different cases of feed networks (dual coaxial cable and parallel lines) for the single four-
square antenna. The geometries with an unbalanced feed and with a 180 deg hybrid will be
simulated. Once this 1s accomplished we will begin to investigate the geometry of four-square
array antennas considering possible feed topologies, including matching, balancing, and phasing
networks. Also, we will complete a better design of the tapered balun, and further develop and
test the direct/indirect method for balun verification.
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Figure 1.1-16 Phase of the measured back-to-back system with a flip.
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Links to other tasks: In support of Task 3 on Digital Ships

Schedule: This subtask will continue through Spring 2006 in support of methods of feeding
antenna structures and arrays. The emphasis will continue as baluns, but feed networks will be
considered also.

Personnel: Scott Bates, GRA

1.1.3 Importance/Relevance

The designed compact planar UWB antennas can well accommodate the current needs for the
handheld and mobile terminals. Efforts continued in this area, but were not a focus this quarter.

Specific requirements were identified to set the antenna specifications for the software defined
radio and Sea Basing tasks. This is described in the task summary for this quarter. Recently, new
requirements for the Sea-Basing and port antenna needs have come to light that are the direction
for the next quarter.

A review of both wideband antennas and baluns was performed to provide a focus the antenna
needs of the project. Techniques for measurement and comparison were presented.

The information of propagation prediction is an item of critical interest in the design of topside
platform configurations. Propagation measurements to estimate performance effects were
summarized and include initial concepts of applying the results to transient MIMO modeling.

1.1.4 Productivity

Conference publications

1. Taeyoung Yang, William A. Davis, and Warren L. Stutzman, “Normal-Mode,
Logarithmic, Ultra-Wideband Tape Helix,” /EEE International Workshop on Antenna
Technology: Small Antennas and Novel Metamaterials, ACES Conference, Miami, FL,
Mar., 2006.

2. Taeyoung Yang, William A. Davis, and Warren L. Stutzman, “Some New Aspects of
Fundamental-Limit Theory on Antennas,” IEEE AP-S/URSI International Symposium,
submitted, July 3-8, 2006.

Students supported
Taeyoung Yang, Scott Bates, John Kim: Aug 15, 2005 — present
Terry Vogler, Gaurav Joshi: January 1, 2006 — present

Faculty supported
Dr. William A. Davis, VTAG Director, Jan. 15, 2005 - present
Dr. Warren L. Stutzman, Faculty, Jan. 15, 2005 — present

Staff and other personnel supported
Mr. Randall Nealy, VTAG Engineer, Jan. 15, 2005 — present
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1.2 Task 1.2 Advanced Software Radio

1.2.1 Overview

Task Goal: This task investigates an advanced Software Defined Radio (SDR) which can take
advantage of the unique properties of Ultra Wideband communication—such as precision
position location, ranging, and low probability of intercept—for Navy applications.

Organization: This task is managed by the Deputy Director of the Mobile and Portable Radio
Research Group (MPRG) using the following personnel:

Jeffrey H. Reed, director

R. Michael Buehrer, faculty
William H. Tranter, faculty
Chris R. Anderson, GRA
Swaroop Venkatesh, GRA
Jihad Ibrahim, GRA

Maruf Mohammad, GRA

Summary: This quarter we focused on the development of the final receiver. The DC Power
Board and RF Front End have been fabricated and initial performance results are discussed
below. The Digital Board and Transmitter will be fabricated in May and we expect to begin
system integration in the May/June timeframe.

1.2.2 Task Activities for the Period

Subtask 1.2a Develop flexible software radio platforms that includes cross-layer optimization
with capabilities for UWB and ad hoc networking

Task objective: The overall goal of this subtask is to design an advanced software-
defined/reconfigurable radio which is optimized for ultra wideband communication, and then
implement the system using off-the-shelf components. The software-defined radio
implementation provides tremendous flexibility compared to a single hardware implementation—
for example, providing the capability to utilize one of several different popular UWB modulation
or multiple access schemes, to operate in one of several modes (communication, ranging, or data
capture), as well as to utilize more traditional broadband communication schemes.

Accomplishments during reporting period: The final phase in the development of the UWB SDR
Testbed was to verify that all of the individual subsystems (DC Power Board, Transmitter Board,
RF Front End, and Digital Board) met their individual performance targets, and that the Testbed
as a whole was able to meet the performance and flexibility requirements discussed in previous
reports. In this quarter we were able to fabricate and evaluate the DC Power Board and RF Front
End, and the results are in good agreement with the expected performance.

19



DC Power Board

The primary purpose of the DC Power Board is providing the Transmitter Board and Digital
Board with a steady, stable voltage supply that meets their current consumption requirements. In
particular, the VRMs on the DC Power Board had to meet the following requirements:

o Supply up to 11 Amps of steady-state current
o Maximum 30 mV peak-peak (15 mV) ripple in the output voltage
o Minimal radiated EMI

To evaluate the performance of the DC Power Board, the output of each VRM was connected to a
specific power resistor. The value of the power resistor was set such that each VRM would be
supplying approximately 10 Amps of current.

Figure 1.2-1a shows that the output voltage regulation of the VRM is approximately 20 mV,
which is in line with the VRM constructed for the prototype receiver and well within the
allowable limit of 30 mV peak-peak ripple. Additionally, the output voitage of all VRMs was
observed to remain steady and stable under the full 10 Amp load, verifying that the VRMs were
capable of delivering their full rated current.

To measure the EMI, a broadband biconical antenna was placed a distance of 1 meter away from
the board. To evaluate EMI, a broadband biconical antenna was placed a distance of 0.5 meter
away from a single VRM, and a sample of the background noise was captured using a Tektronix
TDS 580D digitizing oscilloscope. The VRM was then powered on and a second signal (which
contained the background noise plus the EMI generated by the VRM) was recorded on the
oscilloscope. The spectrum of the time-domain waveforms was then generated using an FFT in
Matlab. To estimate the EMI generated by the VRM, the spectrum containing only the
background noise was subtracted from the spectrum containing both background noise and EML
The result is plotted in Figure 1.2-1b. The figure shows that the total EMI generated by the DC
Power Board is mostly contained within two frequency ranges: 50-100 MHz and 200-300 MHz,
with a peak of -58 dBm at 90 MHz. In fact, the EMI generated by the entire DC Power Board is
less than the EMI generated by a single VRM used on the Prototype Receiver, and therefore, its

15 — = e == Radiated Emissions from the VRM

S0r -‘

I T AR hals
L

———
——
Power (dBm)

Output Voltage Ripple (mV)
w
——
—-q:_“
—

15 J s et I - b e L -
0 20 40 80 80
Time (psec) Frequency (MHz)
(a) (b)

performance was deemed acceptable.

Figure 1.2-1 Performance evaluation of the DC Power Board. (a) Measured output voltage
regulation of a Voltage Regulator Module, and (b) Radiated EMI from the DC Power Board when
all VRMs are operating at full rated output.
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RF Front End

The purpose of the RF Front End is to amplify and condition the received UWB pulse for ADC
conversion, while imparting as little noise or distortion as possible. To verify the performance of
the RF Front End, a series of tests were performed, including:

o Noise Figure
o Third Order Intercept
o S-Parameter

o UWB Pulse Distortion

The results of the testing are summarized in Table 1.2-1 and discussed further in the following

sections.
Table 1.2-1 Performance Summary of the RF Front End

Parameter Predicted Performance Actual Performance
Noise Figure 4.8 dB 9.0 dB
OIP3 25.0 dBm 25.4 dBm
Gain 40 dB 43 dB
Gain Flatness +2dB +20/-0 dB
Bandwidth 20 — 2700 MHz
Pulse Distortion - 21 mV RMSE

Noise Figure

Using the Tangential Sensitivity (TSS) technique [Tsu01, Tsu89), the RF Front End’s noise
figure was measured at 9.0 dB, which is almost twice the predicted value of 4.8 dB. Two
possible explanations exist for the discrepancy between the measured and predicted values. First,
the noise figure calculation did not take into account minor losses between stages due to cables
and connectors. Adding just 0.25 dB attenuation between each stage increases the predicted noise
figure to 5.0 dB. Second, the TSS technique is a narrowband measurement technique, and it is
unknown how accurate the measurement results are for ultra broadband RF front ends. The 9.0
dB measured noise figure is, however, in the same ballpark as the predicted noise figure and
should serve as an upper bound for the RF Front End.

Third Order Intercept Point

The OIP3 of the RF Front End was measured using a standard two-tone test and found to be 25.4
dBm. The only components in the RF Front End that have an impact on the IP3 of the receiver
are the ZX60-3018G amplifiers, which have an OIP3 of 25 dBm. Thus, the measurement is in
good agreement with the predicted IP3 value.

S-Parameter Measurement

To investigate the frequency response of the RF Front End, a full 2-port S-Parameter sweep was
performed using an HP 8510 Vector Network Analyzer, and the results from the S21 sweep are
presented in Figure 1.2-2a. To minimize the amount of pulse distortion, the design called for a
flat frequency response from DC-2.2 GHz. Unfortunately, as seen in the figure, the frequency
response is not flat, with significant excess gain occurring in the frequency range of 100 MHz -
1.2 GHz. Further investigation revealed that the RF amplifiers were the cause of the problem, as
they deviate significantly from their specified gain of 20-22 dB. The phase response (as shown in
Figure 1.2-2b) is essentially linear over the entire operating frequency range of the RF Front End,
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with the exception of the DC-500 MHz range. It is expected that the combination of significant
excess gain below 1.2 GHz and nonlinear phase below 500 MHz will result in some amount of
pulse distortion imparted by the RF Front End, the measurement of which will be discussed in the
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following section.

Figure 1.2-2 Measured S-Parameter data from the RF Front End. (a) S21 Magnitude data,
and (b) S21 Phase data.

UWRB Pulse Distortion

The final test of the RF Front End was to determine how much distortion it imparted to a received
UWB pulse. To perform this test, a 1 nanosecond duration UWB pulse was generated using a
Picosecond Labs 10,070A pulse generator. The pulse amplitude was set such that the amplitude
at the output of the RF Front End would be equal to the maximum ADC input signal, or 250 mV.
Both the input and output pulse were recorded using a Tektronix TDS694C oscilloscope
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operating at a sampling frequency of 10 GHz, and the results are shown below in Figure 1.2-3.

Figure 1.2-3 Measured distortion of a UWB pulse imparted by the RF Front End. (a) 1
nanosecond duration UWB pulse input to the RF Front End, and (b) Measured output of the RF
Front End—mnote slight amount of broadening and dispersion.
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As can be seen in the figure, the RF Frond End does impart a small amount of broadening to the
UWB pulse, and exhibits a small amount of pulse dispersion (evidenced by the small negative dip
after the main impulse).

To gain a more quantitative insight into the impact of the RF Front End on a UWB pulse, the
Root Mean Square Error (RMSE) between the amplified pulse and the ideal pulse was calculated.
(For comparison purposes, the pulse input to the RF Front End was multiplied by the gain of the
RF Front End. The result, therefore, is the pulse that would have been output from a perfect RF
Front End.) The resulting MSE was approximately 21 mV, or roughly 8% of the maximum
amplitude of the UWB pulse output from the RF Front End. These results were deemed to be
acceptable performance for the UWB SDR Receiver.

References:
[TsuO1]J. B. Tsui, Digital Techniques for Wideband Receivers, Boston: Artech House, 2001.
[Tsu89]J. B. Tsui, Digital Microwave Receivers Theory and Concepts, Boston: Artech
House, 1989.

Schedule:

e January - June 2006

o Develop 8-ADC Full Receiver

o Begin Integration of Receiver with Other AWINN Activities
e April - May 2006

o Fabricate 8-ADC Full Receiver

o Fabricate Transmitter Design

o Fabricate RF Front End

o Fabricate DC Power Board

o Verify Operation of Receiver Hardware and FPGA Code
e May — June 2006

o Demonstrate Transceiver Operation

o Integrate Transceiver with Other AWINN Activities

Personnel:
Chris R. Anderson — Transmitter and Receiver Hardware Development
Matt Blanton — Receiver FPGA Code Development

Subtask 1.2b Software radio research applied to UWB, including design parameter space
exploration.

Task objective: The objective of this task is to investigate innovative SDR architectures and
algorithms for both traditional broadband and UWB communications. These algorithms will be
implemented on the advanced SDR receiver developed in Subtask 1.2a.

Accomplishments during reporting period: This section presents a modified tracking algorithm
for UWB pilot-assisted receivers operating in dense multipath. The UWB pilot-assisted or
generalized transmitted reference receiver is a widely studied type of receiver which circumvents
the low energy capture of Rake receivers by using the received pulse shape itself as a correlation
template, and thus achieving complete energy capture. Performance of such a receiver is limited
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by a 'noise-cross-noise’ term resulting from the use of a noisy correlation template, and a large
number of pilots is required to hinder its effects.

Research in UWB synchronization has mainly concentrated on the acquisition process, which
aims at obtaining a coarse estimate of the symbol or frame timing. Tracking, which is an ongoing
process that refines the initial timing estimate and continuously ensures correct synchronization,
has received relatively little UWB research interest, and is usually based on the application of
traditional spread spectrum (SS) tracking methods.

In order for traditional tracking schemes to work properly, acquisition must give a reasonably
good coarse estimate of the timing delay (within a fraction of one chip duration for SS systems).
This assumption is suitable for a UWB Rake receiver, where a separate tracking circuit is
assigned to each Rake finger, and acquisition provides a good estimate of the delay of the
multipath component corresponding to each finger.

However, the assumption is highly problematic for UWB pilot-based receivers in dense
multipath, where the objective of synchronization is to detect the LOS component (which
corresponds to the start of the symbol). In fact, since the UWB received energy is spread over
tens or even hundreds of multipath elements, there will exist a group of delays corresponding to
the different multipath components which can terminate the acquisition process. The LOS path
might be severely attenuated and need not be the strongest available path. Detection of the LOS
component is thus not guaranteed. Moreover, most UWB acquisition techniques assume that
acquisition is successful if any of the available muitipath components are detected, rather than the
LOS component (see [1] and the references therein). The detected multipath might be tens of
nanoseconds away from the start of the signal due to the large channel delay spread. In this case,
a traditional tracking algorithm would lock on that selected multipath, and would fail in
correcting the large delay error, resulting in significant energy loss, and thus unacceptable
performance degradation.

The main limitation of standard tracking techniques applied to UWB in dense multipath is that
they are based on the correlation of the received signal with a local stored reference matched to
the transmit pulse shape. Such circuits do not take advantage of the received pulse shape, and are
thus unsuitable for correcting delay errors which are large compared to the transmit pulse
duration. Thus, there is a need for modified fine synchronization algorithms which converge to
the LOS component even when they are fed a large delay error by the acquisition stage.

We propose a modified tracking algorithm for pilot-assisted receivers. We will assume that initial
acquisition potentially results in the detection of an arbitrary multipath component, thus leading
to a timing error much larger than the transmit pulse duration. The tracking method is based on a
modified early-late gate approach, where the correlator uses an estimated template of the received
pulse shape rather than the transmit pulse shape, thus enabling much higher energy capture during
tracking. The symbol intervals preceding and succeeding the estimated delay are processed in
order to measure their energy content. The symbol delay is then corrected based on the difference
of energy in the two intervals. The method does not require any additional training overhead, and
the algorithm is deployed iteratively, where the receiver’s correlation template is re-evaluated
after delay correction, and data bits are re-estimated using this new template, leading to
significantly improved performance.

24




Proposed Algorithm

We assume a UWB frame structure consisting of N, pilot symbols followed by N, data symbols
using biphase modulation. The pilot overhead is used to generate the initial system template
(similar to template generation in traditional pilot-assisted receivers). Let Ty be the symbol length,
and T, the transmit pulse length (7; >> T,). We assume an initial acquisition errorZ such

that 0L 7T<T 'r- Moreover, we assume that the error is potentially much larger than the pulse
width.

A traditional tracking circuit based on the transmit pulse shape (such as the well known early-late
gate) would lock into the multipath component that is in the vicinity of the estimated delay, and
would not be able to track the LOS component. We propose a modified tracking algorithm which
will correct such a delay error.

The algorithm is presented in Figure 1.2-4, Consider the following two intervals:

e The interval ':ka +T—-A71,kT = f':l (modulated by data bit ), termed the k" early
interval.
e The interval [(k +1) Ty %8, [h+1) T4t AT] (modulated by data bit b;. ), termed the
K" late interval.
Note that A7is a system parameter. The algorithm produces two “mini-metrics” g, and

g, which measure the energy content of the K" early and the K" late interval, respectively. An

early metric G~ and a late metric G™ are then computed by summing the mini-metrics of all early
and late intervals. The timing delay is modified based on the magnitude of the difference in

energyG=G -G".

kT, ' E+1T, y k4217,

. N\

KT, +7 E+1T,

¥ Fi o it

Figure 1.2-4 Tracking algorithm diagram.
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Metric Generation
The metrics g, and g, are generated as follows. First, data modulation is removed by multiplying

both intervals byék , where Bk is the available estimate of b, (obtained before timing correction).

The early and late intervals are then respectively multiplied by an early and late “mini-template”
and integrated.

The early “mini-template” is estimated by coherently adding the demodulated -early
intervals| kT, + £~ A7,kT, +#],0<k <N, —1.

1 Nd'l =

i fefee D br(t+kT, +N.T,),
d k=0

where r(2) is the received signal.

The late mini-template is likewise defined on [7,7+ A7]as:

Lil;k_,r(t+ka +N.T;).

vA+ ([): N ]
d k=

Then:
=b ]r(t+Nch+ka)vA_ (1)dt
t-Ar
T+AT
gi=b, [r(t+ NI +(k+1)T, . (1)dr.

The early and late metrics are given by:

1 ”f
G=—) g
[T~
1 Ny-2
Gt = +
N, -1 Z(; 8

If G=G —G" exceeds a pre-defined positive threshold/, then the symbol delay is decreased
by a time step 07 . If G <~y , the delay is increased by O7 . Else, it is assumed that the intervals
do not contain sufficient energy, and the delay is not modified.

In this work, the algorithm is deployed iteratively. Let 7, be the estimated symbol delay at the i*

iteration. A new template v, (t) is estimated based on the new timing delay

Then, new bit estimates are generated based onv; (). The decision metric G is recalculated, and

the delay is fixed accordingly. Note that since the iterative template estimation employs N, data
symbols, the effect of the noise-cross-noise term is reduced as more bits are estimated correctly
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(since N, >> N, in general). Also, the system parameters may be dynamically modified during the
iterative process to increase the tracker’s time resolution.

Simulation Results

We employ real indoor channel measurements taken at MPRG. The LOS component is not
completely blocked, but is severely attenuated. A Gaussian monocycle of duration 7,, = 500 psec
is used. The symbol duration is 7= 80 nsec, which is longer than the channel’s maximum delay
spread. In the simulations, we assume an initial acquisition timing error of 16 nsec. The
parameters of the algorithm are A7 =07 = 4 nsec, and I = 0.035 (where the transmitted energy

is normalized to 1).

The performance of the proposed system is showcased for Ne= 64 and N2= 512 and displayed in
Figure 1.2-5. First, note that the presence of a 16 nsec acquisition error results in a performance
degradation of 3 dB compared to the perfect synchronization case. Moreover, note that the
theoretical probability of error expressions derived in [2] match the simulation results. The
performance of the receiver with the iterative tracking algorithm is also shown, where 5 iterations
per frame are performed before a bit decision is made. Note that the tracker corrects the timing
error. Moreover, the system outperforms a pilot-assisted system with N, = 64, because the
improved template is iteratively estimated based on the 512 data symbols, which drastically
reduces the effect of the noise-cross-noise term. In fact, at moderate SNR values, few bits errors
occur, and performance converges to a traditional pilot-assisted receiver with N, = 512.

10°
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Figure 1.2-5 Proposed system performance. N, = 64. Ny = 512.
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Subtask 1.2¢ Software radio designs for collaborative systems that take advantage of this
radio, particularly for interference environments.

Please refer to Task 4, TIP #1.

Subtask 1.2d Vector channel models, including Markov Models, and supporting channel
measurements.

Task objective: The objective of this task is to find efficient ways to model error traces generated
by real world wireless channels. Different discrete channel modeling methods will be
implemented and their accuracy, consistency and robustness will be studied.

Markov Channel Modeling

We continue our study of estimating the number of hidden states of HMMs. We have previously
found out that for modeling a general binary HMP, we only need two hidden states. We continue
to test different binary processes and estimate the number of states of the HMM:s.

Case 1 — Five-state HMM
In Case 1, we use a 5-state HMM to generate an error sequence. Different HMMs are then
developed. Table 1.2-2 summarizes AIC and BIC results.

Table 1.2-2 AIC and BIC results of different Markov models (original sequenceis a five-state

binary HMP).
Model k -1 AIC BIC
2-state HMM 4 734.4950 1.4656x10° 1.4895x10°
3-state HMM 9 734.4852 1.4753x10° 1.5291x10°
4-state HMM 16 734.4815 1.4896x10° 1.5848x10°
5-state HMM 25 734.4400 1.5070x10° 1.6563x10°

As seen from the table, the 2-state HMM is chosen to be the best model for the given binary data.
We now plot different ACFs to observe the closeness of original and developed models. Figures
1.2-6 and 1.2-7 show the ACFs of original and model generated data. It can be inferred that the
performance (with respect to autocorrelation) of all these models is the same.
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Figure 1.2-6 First 20 lags of sample ACF and 2-state HMM ACF. Sample ACF is obtained
from data generated by a five-state HMM.
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Figure 1.2-7 First 20 lags of sample ACF and 5-state HMM ACF. Sample ACF is obtained
from data generated by a 5-state HMM.

Case2 - Six-State HMM
BIC and AIC order estimation is performed on an error sequence that is drawn from a six-state
HMM. The result is summarized in the Table 1.2-3.
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Table 1.2-3 AIC and BIC results of different Markov models (original sequence is a six-state

binary HMP).
Model K -1 AIC BIC
2-state HMM 4 736.9440 1.4819%10° 1.5047%10°
3-state HMM 9 736.8543 1.4917 x10° 1.5430x10°
4-state HMM 16 736.7852 1.5056%10° 1.5967x10°
5-state HMM 25 736.7299 1.5235x10° 1.6659x10°
6-state HMM 36 736.7299 1.5455%10° 1.7505%x10°

It is clear from the table that both BIC and AIC choose a 2-state HMM as the best choice even
though the data is generated from a six-state HMM. Now we compare the ACFs of 2-state and 6-
state HMMs with the sample data ACF in Figures 1.2-8 and 1.2-9. We do not see any
improvement in the model by increasing the number of states from 2 to 6.
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Figure 1.2-8 First 20 lags of sample ACF and 2-state HMM ACF. Sample ACF is obtained
from data generated by a six-state HMM.
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Figure 1.2-9 First 20 lags of sample ACF and 6-state HMM ACF. Sample ACF is obtained
from data generated by a six-state HMM.
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Case 5 - Seven-State HUM

We test BIC and AIC on the data that is generated by a seven-state HMM. Table 1.2-4
summarizes the results. AIC and BIC choose a 2-state HMM as the best candidate among other
HMMs. We now plot the ACFs using the HMMs developed using the original data sequence in
Figures 1.2-10 and 1.2-11. There is no significant difference between the ACFs plots of 2-state
and 7-state HMMs.

Table 1.2-4 AIC and BIC results of different Markov models (original sequence is a seven-

state binary HMP).
Model K -1 AIC BIC
2-state HMM 4 734.4950 1.4772x10° 1.4974x10°
3-state HMM 9 734.4852 1.4872x10° 1.5326x10°
4-state HMM 16 734.4815 1.5012x10° 1.5819%10’°
S-state HMM 25 734.4400 1.5176x10° 1.6438x%10°
6-state HMM 36 734.4232 1.5396x10° 1.7213%10°
7-state HMM 49 734.4136 1.5672x10° 1.8145%10°
8-state HMM 64 734.4105 1.5956%10° 1.9186%10°
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Figure 1.2-10 First 20 lags of sample ACF and 2-state HMM ACF. Sample ACF is obtained
from data generated by a 2-state HMM.
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Figure 1.2-11 First 20 lags of sample ACF and 7-state HMM ACF. Sample ACF is obtained

from data generated by a 7-state HMM.

Rayleigh Fading Error Statistics Modeling

In this work we further test this conjecture on a Rayleigh fading channel [5] that is quantized into
three levels. These levels are (-0, -5dB), [-5dB, 0dB) and [0dB, e ) and are represented by state
1, state 2 and state 3 respectively. The BER associated with these states is 0.5, 0.05 and 0.005.
The carrier frequency is 900 MHz and the speed of the mobile is Sm/s. Now we train different
HMMs by increasing the number of states and find the corresponding AIC and BIC values. Table
1.2-5 shows the results.

Table 1.2-5 AIC and BIC results of different Markov models (original sequence is a three-

state binary HMP).
Model K -1 AIC BIC
2-state HMM 4 718.6835 1.4454x10° 1.4691x10°
3-state HMM 2 717.3340 1.4527x10° 1.5061x10°
4-state HMM 16 717.3084 1.4666x10° 1.5616%10°

Next we compare the ACFs of the original error sequence obtained from the Rayleigh slow
fading channel and error sequences obtained from the 2-state, the 3-state and the 4-state HMM in
Figures 1.2-12, 1.2-13 and 1.2-14.. All the ACFs match very closely with the sample ACF.
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Figure 1.2-12 First 20 lags of sample ACF and 2-state HMM ACF. Sample ACF is obtained
from data generated from a 2-state Rayleigh fading envelope.
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Figure 1.2-13 First 20 lags of sample ACF and 3-state HMM ACF. Sample ACF is obtained
from data generated directly from a 3-state Rayleigh fading envelope.
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Figure 1.2-14 First 20 lags of sample ACF and 4-state HMM ACF. Sample ACF is obtained
from data generated directly from a 4-state Rayleigh fading envelope.

Table 1.2-6 shows the frequency of error intervals obtained from the original and model
generated sequences. There does not seem to be any performance improvement in using 3-state or
4-state HMMs instead of a 2-state HMM. We also compare error-free intervals of the original and
HMM generated data. Figures 1.2-15, 1.2-16 and 1.2-17 show that all these models match with
the original data error-free intervals.

Table 1.2-6 Frequency of error intervals observed in original and HMM
generated sequences.

Length1 | Length2 | Length3 | Length4 | Length S
original sequence 442 74 32 14 1
2 state HMM 425 85 44 14 3
10 state HMM 465 67 33 10 3
15 state HMM 469 76 31 10 6
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Figure 1.2-15 Comparison of error-free intervals of the original data and 2-state HMM
generated data.
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Figure 1.2-16 Comparison of error-free intervals of the original data and 3-state HMM
generated data.
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Figure 1.2-17 Comparison of error-free intervals of the original data and 4-state HMM
generated data.

UWB Error Statistics

We now test different HMMs on Ultra-Wideband (UWRB) channel statistics which were based on
channel measurements performed at MPRG. These error statistics are then used as training
sequences to train different HMMs. We developed a 2-state, 10-state and 15-state HMM and
evaluate the performance of these models in terms of the bit error probability and the frequency
of error runs.

Table 1.2-7 Frequency of error intervals observed in different HMMs.
Length 1 Length 2 Length3 | Length4 | Length S
Original sequence 9123 1085 112 12 1
2 state HMM 9123 1067 136 15 3
10 state HMM 8801 1144 150 24 1
15 state HMM 8904 1174 153 24 3

HMMs with different number of states are developed based on random initial conditions and the
FB-BWA [4] is used to train all these models. Error traces are regenerated from the resulting
models and are compared with the original error statistics. From Table 1.2-7 we can observe
some performance degradation as we increase the number of states of hidden Markov models.
The 2-state HMM seems to be the closest match with this particular UWB error trace.

Neural Networks and its Connection With the HUM

In [7], Chapter 17, the authors studied some connection between Artificial Neural Networks
(ANNSs) [6] and HMMs. ANN, also known as a Simulated Neural Network (SNN) or just Neural
Network (NN) is an interconnected group of artificial neurons that uses a mathematical or
computational model for information processing based on a connectionist approach to
computation. Connectionist approaches base their models upon the known neurophysiology of the
brain and attempt to incorporate those functional properties thought to be required for cognition.
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Connectionist systems rely on parallel processing of sub-symbols, using statistical properties
instead of logical rules to transform information. In most cases the ANN is an adaptive system
that changes its structure based on extemnal or internal information that flows through the
network. They are nonlinear statistical data modeling tools that can be used to model complex
relationships between inputs and outputs or to find patterns in data.

ANNS, like people, learn by example. They are configured for a specific application, such as
pattern recognition or data classification, through a learning process. Since ANNs work very well
in identifying patterns or trends in data, they are used in variety of applications such as sales
forecasting, industrial process control, customer research, data validation, risk management, and
target marketing. For more details about ANN, refer to [6].

ANNSs are strikingly similar to HMMs. [7] talks about the relationships between HMMs and feed-
forward ANNs. The paper actually discusses some HMMs that are defined by ANNs and also
certain stochastic ANNs from a hidden variables model in which a threshold logic unit is hidden
along with each state of the process. ANNs are usually trained using the back propagation
algorithm, which is very similar to the BWA. For further study on the similarities between back
propagation and the BWA, refer to [8].

We are not aware of any mathematical proof in literature but it is a well known fact that we
generally do not require more than two hidden layers to train an ANN. In our work on HMM
order estimation, we have determined that we require only two hidden states to model any
arbitrary binary time series. Hence there is likely a strong relationship between the number of
hidden layers of ANN and the number of hidden states of HMM. We are further investigating this
issue.

Inference from the Simulation Results

The lack of mathematical theory for HMM order estimation has led us to rely on computer
simulations to estimate the order of binary HMMs. BIC and AIC seem to select the 2-state HMM
as the best choice if the true source is the hidden Markov source (of any order). These results are
also verified by comparing autocorrelation properties of the original sample data and different
HMMs developed from the sample sequence. Rayleigh fading error statistics and simulation of a
practical UWB system also support the same result.

Signal Classification Using HMMs

In this work, we look at a possible application of HMMs in cognitive radio environment.
Cognitive radio [1, 2], often abbreviated as CR, is a wireless communication system in which
network or network nodes can change their particular transmitting or receiving parameters to
efficiently utilize the existing frequency spectrum. In military, CR can allow equipment to
navigate and negotiate frequencies automatically whereas in a civilian environment, this
intelligent radio system can use the existing frequency band for broadband communications
without interfering the current users.

However, one of the major problems in cognitive radio is to detect and classify the signal present
in the environment. We have studied HMM as a potential candidate to address this problem
because of its powerful learning and recognition capabilities. We have used Spectral Correlation
Function (SCF) and a-domain profile of different signals to detect and classify the incoming

signal.
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Spectral Correlation Function (SCF) and a-domain Profile
A signal x(¢) has a time-variant finite-time complex spectrum X, (¢, ) written as [3]

+7/2 —i2nfi
X ()= f - x(u)e du
Now, if we define u(t) = x(£)e™™" and v(£) = x(¢)e™™™ , then we can write the correlation as

%] X, [t,f+%JX; (t,f—%jdz

|
SuvT (t7 f)A/ == Xt— Al/2?
It is mentioned in [3] that a time domain signal x(¢) contains second-order periodicity with
frequency « if and only if there exists correlation between spectral components of x(¢) with
frequencies separated by the amount &, namely, frequencies f+a/2 and f—a/2for
appropriate values of f .

This leads us to a convenient spectrally decomposed measure of the strength of second-order
periodicity contained in a time-series for the two spectral components with frequencies f + /2

~inat

and f —a/2. This is given by Spectral Coherence Function (SCF) between x(¢)e and

x(t)eﬂ'llal .

. 708 AT S (S Do
“U S vanst el

with |CY(f)|<1.
The signal x(¢)is said to be completely coherent with the cycle frequency @ and spectrum
frequency f if and only if
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and spectrum frequency f if and only if
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Figure 1.2-18 Procedure for obtaining SCF.
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Figure 1.2-18 shows the procedure of obtaining the SCF of signal x(¢). We first obtain N-point
FFT of signal x(¢) and perform shift operation on it. Next the correlation between the two shifted
versions is performed to obtain S,, (¢, f),, - Then the SCF of x(¢) is obtained by taking limits of

S, (6, f)a and dividing it by [S“(f+a/2)S*(f —e/2)]'"*. For simplification, we use the

maximum of SCF for different values of cycle frequency and denote it as ¢ -domain profile.

Signal Classification Model

We generate 100 symbols and use an over-sampling factor of 10. 2048 point FFT is used to
increase the resolution for shift operation. Different number of blocks, typically between 20 to
100, are used to perform averaging.

We quantize & -domain profile of different modulated signals and use these quantized time-series
to build HMMs. These Markov models are then stored in the system’s database. The Baum-
Welch Algorithm (BWA) [4] is used for model training and different initial conditions are used to
avoid local maxima. An incoming signal is then tested with all HMMs and the model that gives
the largest value of log-likelihood is selected. The block diagram is shown in Figure 1.2-19.

HMM for Signal Type 1
Evaluate Spectral
Coherence Function
HMM for Signal Type 2
\‘ Choose Maximum
Log Likelihood
Profile
HMM for Signal Type ¥ ‘\
HMMs for different signal
i Types are stored here.

Figure 1.2-19 Block diagram of a signal classification system using HMMs,
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Simulation Results

The Spectral Coherence Function (SCF) and ¢ -domain profile of different signals is shown in
Figures 1.2-20, 1.2-21, 1.2-22, 1.2-23, and 1.2-24. We can observe that every signal has a unique

SCF and correspondingly a unique & -domain profile.
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Figure 1.2-20 SCF of DBTC AM signal and its corresponding & -domain profile. SNR =

13dB. Number of blocks used for averaging = 100.
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Figure 1.2-21 SCF of BPSK signal and its corresponding & -domain profile. SNR = 13dB.

Number of blocks used for averaging = 100
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Figure 1.2-22 SCF of CP-FSK signal and its corresponding & -domain profile. SNR = 13dB.
Number of blocks used for averaging = 100.
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Figure 1.2-23 SCF of MSK signal and its corresponding & -domain profile. SNR = 13dB.
Number of blocks used for averaging = 100.
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Figure 1.2-24 SCF of MSK signal and its corresponding & -domain profile. SNR = 13dB.
Number of blocks used for averaging = 100.
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Figure 1.2-25 shows the effect on & -domain if we increase the SNR of the signal. The peaks of
the signal become more prominent as they add coherently.
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Figure 1.2-25 Effect of varying SNR on the & -domain profile of FSK signals. Number of
blocks used for averaging = 100.

Figure 1.2-26 shows the effect of increasing number of averaging blocks from 20 to 100 in case

of FSK signal. The noise component of the signal decreases as they add incoherently and the
peaks become more prominent.
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Figure 1.2-26 Effect of varying number of block averages on the & -domain profile of FSK
signals. Top - Number of blocks used for averaging = 20. Bottom Number of blocks used for
averaging = 100.

Table 1.2-8 shows the confusion matrix for the case when the SNR of the incoming signals is the
same as the SNR of the signals used for developing HMMSs. The four different SNRs that we used
are -3 dB, 0 dB, 3 dB and 13 dB.

Table 1.2-8 HMM Signal classification simulation result
with known SNR. Number of blocks used for averaging =
20.

AM BPSK FSK MSK | QPSK
AM 500 0 0 0 0
BPSK 0 500 0 0 0
FSK 0 0 500 0 1
MSK 0 0 0 500 0
QPSK 0 0 0 0 499
% 100 100 100 100 99.8

Next, we performed simulation using the signal having unknown SNR. BPSK seems to perform
worst (miss-classified as FSK 25 times) with 95% accuracy. QPSK is miss-classified 10 times as
FSK and 2 times as BPSK giving an overall accuracy of 99.8%.
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Table 1.2-9 HMM Signal classification simulation result
with unknown SNR. Number of blocks used for averaging =
20.

AM BPSK FSK MSK | QPSK
AM 494 0 0 0 0
BPSK 475 0 0 2
FSK 0 500 0 10
MSK 25 0 500 0
QPSK 0 0 0 488
% 99,2 95 100 100 99.8

Table 1.2-10 Effect on signal classification by varying number of
blocks. The SNR of the incoming signal is unknown.

BPSK BPSK BPSK BPSK BPSK
AM 20 Avgs | 40 Avgs | 60 Avgs | 80 Avgs | 100 Avgs
BPSK 0 0 0 0 0
FSK 475 482 494 497 499
MSK 0 0 0 0 0
QPSK 0 18 6 3 1
I
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Figure 1.2-27 Effect of varying number of blocks on signal classification. The incoming
signal is a BPSK signal with unknown SNR.

We have also studied the effect of increasing the number of blocks used for averaging in case of
BSPK signal with unknown SNR. Table 1.2-10 summarizes the result and the graphical
illustration of its accuracy is shown in Figure 1.2-27. It can be seen that increasing number of
blocks from 20 to 100 can increase the system performance significantly.




Conclusion and Future Work

We can conclude that HMMs can be successfully used to detect and classify the unknown signal
present in the environment, We are studying the effect of having unknown carrier frequency and
bandwidth on signal classification.
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Subtask 1.2e Software radio integration into the AWINN demonstrations.

Task objective: The goal of this subtask is to integrate the software radio developed in Subtask
1.2a into AWINN activities. To achieve this objective, the software radio is being designed with
two distinct modes of operation: a communication mode and a data capture mode. The
communication mode is currently optimized for impulse UWB signals, however, it is capable of
operating using any broadband communication technique (such as DSSS or OFDM). The only
limitations on the types of signals that the receiver can handle are: (1) the 2.2 GHz analog input
bandwidth limitation of the MAX104 ADCs, (2) the 8 GHz effective receiver sampling
frequency, and (3) the processing power of the FPGA.

In the data capture mode, the receiver will simply capture ADC samples and store them in the
FPGAs RAM memory. The data can then be processed in non-real time using one of the FPGAs
PowerPC processors, or the sample values can be transmitted to a host computer via the USB
interface. The number of samples that can be captured is limited by the amount of high-speed
RAM memory that can be allocated, but is currently estimated to be around 256,000-512,000
samples—corresponding to about 32-64 psec of captured data. A trigger signal input allows the

45



receiver to estimate the time of arrival of received samples for ranging, and the ability to
synchronize multiple receivers to a common clock signal allows for precise position location.

Accomplishments during reporting period: Several provisions for integrating the software radio
into the AWINN activities have been included in the design of both the prototype and full
receiver. To facilitate synchronization of several receivers, the clock distribution network was
modified to allow for several receivers to be synchronized to a single clock source. A trigger
signal input allows the receiver to operate in the data capture mode and measure the time of
arrival for UWB pulses. A trigger output allows the FPGA to control an external UWB pulse
generator, to facilitate evaluation of the communication system, ranging, and position location
algorithms. Finally, FPGA code for the data capture mode is under development and will be
implemented on the prototype receiver board.

Schedule:

e  August/September 2005 -~ Evaluate Prototype Receiver
o Verify the Receiver Operates in All Modes
o Verify FPGA Code for Data Capture as well as PowerPC Processing

e October-December 2005 — Refine FPGA/PowerPC code for ranging and/or position
location
o Support Code Development with Measurements either from Lab Equipment or the

Prototype Receiver

e Spring 2006 — Integrate Full Receiver into AWINN Activities
o Crane Demonstration
o Position Location
o Imaging
o Channel Measurements

Personnel:
Chris R. Anderson — Transmitter and Receiver Hardware Development
Matt Blanton — Receiver FPGA Code Development

Subtask 1.2f UWB applications to technology development applicable to Sea-Basing:
position location, ranging, and imaging.

Please refer to Task 4, TIP #2

1.2.3 Importance/Relevance

The simulation results from the SDR testbed simulations demonstrate that the time-interleaved
sampling approach is a viable hardware architecture. The use of TI-Sampling with digital
demodulation provides a tremendous amount of flexibility in the receiver operation. Even though
the receiver is optimized for impulse UWB communication, it should be capable of using almost
any broadband communication scheme.

The UWB SDR algorithm design is investigating ways of improving signal acquisition and
tracking, as well as operation in multipath environments. Ship-based environment tend to
generate a large number of multipath signals and represent a tremendous amount of energy
available for the receiver to capture. Using a pilot-based matched filter topology, the receiver can
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capture a large percentage of the available energy without resorting to the complex tracking
algorithms required by Rake receivers.

The distributed MIMO architecture investigated in this task will allow a number of UAVs to
coordinate their transmissions and take advantage of space-time coding performance gains.
These performance gains are available even if the various UAVs are not perfectly synchronized—
an important consideration if the transmission involves a UWB signal. Combining UWB with
distributed MIMO, we believe that long-range transmissions should be possible while still
maintaining the LPI properties of UWB signals.

Finally, UWB signals have been demonstrated to have precision ranging and position location
properties. Combining 3D ranging information with the crane control system should allow for
sea-based ship-ship cargo transfer. Additionally, the position location abilities of UWB will
allow for inventory control and tracking, as well as the precision maneuvering required to
establish the ship-ship cargo transfer.

1.2.4 Productivity

Students supported
Chris R. Anderson, Jan. 15, 2005 — present
Jihad Ibrahim, Jan. 15, 2005 — present
Swaroop Venkatesh, Jan. 15, 2005 — present
Maruf Mohammad, Jan. 15, 2005 — present

Faculty supported
Jeffrey H. Reed, Jan. 15, 2005 — present
R. Michael Buehrer, Jan. 15, 2005 — present
William H. Tranter, Jan. 15, 2005 — present
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1.3 TASK 1.3 Collaborative and Secure Wireless Communications

1.3.1 Overview

The Task 1.3 research team was given the duty of deriving an approach to allow independent
mobile transceivers to reinforce each other’s signal in order to reach a distant base station. This
technique spreads the power consumption burden among all nodes so that a single node does not
have the full burden of transmitting a message a long distance. Unlike the store-and-forward
approach, our approach doesn’t require that there be any nodes that are close enough to the base
station to individually relay a message to it. Unlike the clustering approach, ours does not require
a high-energy local base station to forward messages.

Organization: This task is managed by Directors of Virginia Tech Configurable Computing Lab
using the following personnel:

Peter Athanas, Co-Director

Mark Jones, Co-Director

Todd Fleming, PhD student

Tingting Meng, PhD student

Matthew Blanton, MSEE student

Lael Matthews, MSEE student

1.3.2 Task Activity Summary

This section summarizes the activities over the past quarter.

1.3.2.1 High-level Collaborative Communication (Cricket Repeater)

We described a modulation scheme (Random On-Off Keying) in the previous quarterly report
that allowed two or more transceivers to reinforce each others’ signal, provided that the
transceivers are transmitting identical symbols at the same time. In this report, we describe
another such modulation scheme (Collaborative Frequency Division Multiplexing) in Section
1.3.2.2 of this report. This section describes Cricket — a scheme for synchronizing multiple
transceivers. Cricket, when combined with an appropriate modulation scheme, allows multiple
transceivers to work together to reinforce each others’ signals.
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Existing approaches

NODE l MR j
NODE I
NODE j s
STATION
e I NODE l
NODE I B j

Figure 1.3-1 A cluster of nodes arranged so that no node can individually send a message to the
base station.

Consider the situation where several nodes are clustered together but no node is close enough to
the basestation to individually send a message due to power constraints (Figure 1.3-1). The store-
and-forward approach will not work in this case because none of the nodes are close enough to
the base station to complete a path. If the scenario is modified slightly by adding intermediate
nodes (Figure 1.3-2), then the store-and-forward approach will work. However, nodes along the
path will relay more traffic than other nodes and thus consume more energy [1].

Another common approach is clustering (Figure 1.3-3). A local base station forwards messages
from nearby nodes directly to the global base station. The nodes save energy because they only
transmit a short distance, but the local base station consumes more energy than the nodes [2]. A
variant of clustering (LEACH) randomly chooses nodes to act as local base stations, but this
requires that individual nodes have transmitters strong enough to send messages to the base
station [2].

| NODE | ik Lj
|
| j LY
— NODE NODE
I NODE
e NODE | I
BASE
Y o9 STATION
NODE

Figure 1.3-2 Intermediate nodes complete a path to the base station.
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Figure 1.3-3 Clustering: A high-energy local base station relays messages to the global base
station.

Cricket Description

Cricket relies on a wireless communication channel that allows transmissions to reinforce each
other. If two or more nodes simultaneously transmit a symbol X, then the receiver receives a
stronger X than if just one node sends it. The channel must also have the property that nearby
nodes can detect a symbol in less time than it takes for a far away node to detect it (fading
channel). For example, if the symbol period is 1 pus and nearby nodes are able to reliably detect
the symbol after 0.1 ps, then this requirement is met. We described a transmission scheme that
meets these requirements in the previous quarterly report and describe another in Section 1.3.2.2
below.

When a node needs to transmit a message a long distance, it first enlists the aid of its nearby
neighbors. The source node then switches to transmit mode and the neighbors switch to repeater
mode (Figure 1.3-4). The source node transmits symbols sequentially. The repeaters listen for
activity on the channel. When they detect a symbol on the channel, they immediately start
transmitting that same symbol for a fraction of the symbol period (Figure 1.3-6). They remain
silent for the rest of the symbol period (Figure 1.3-7) then start monitoring the channel for further
activity.

— —
|

-~ ~ |
|REPEATER -~
-~

REPEATER

\ REPEATER o

Figure 1.3-4 Cricket node configuration.
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Figure 1.3-7 Repeaters remain silent for remainder of bit period.
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Repeat Duration

The duration that the repeaters send a symbol is based on their positions relative to the source
node. The farther the repeaters are from the source node, the shorter the duration must be to
prevent inter-symbol interference. When the repeaters are close to the source, the repeat duration
is longer and the combined signal is stronger.
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Figure 1.3-8 Single repeater.

Consider the case where there is only one repeater (Figure 1.3-8). Let dsr be the distance
between the source and repeater antennas, dsp be the distance between the source and destination
antennas, and dzp be the distance between the repeater and destination antennas. Let £5 be the
symbol duration. Let {5 be the time it takes a repeater to detect a symbol and begin repeating it
after the symbol’s rising edge reaches the repeater. Let ¢z (repeat duration) be the amount of time
the repeater transmits a symbol.

The source starts transmitting a symbol at Time 0. The repeater detects the symbol and starts
transmitting it at time dsg/c+tp, where ¢ is the speed of light. The repeater keeps transmitting the
symbol until time dsp/c+ip+tz. The destination receives the falling edge of the symbol from the
source at time dsp/ctts. It receives the falling edge of the symbol from the repeater at time
dsp/cttp+ir+drpy/c. To prevent inter-symbol interference, the falling edge from the repeater must
arrive at the receiver no later than the falling edge from the source. Thus, dsp/c+ipt+ig+drp/c <
dsp/c+ts, which yields ¢z < (dsp-dsp-drp)/c+ts-tp. This can be simplified by assuming a worst-case
position of the repeater; dpp = dsgtdsp. This yields tz < t5-tp-2dse/c. 1f the positions of all
repeaters are within 7, of the source and all repeaters have the same ¢, then #z < ts-tp-2rna/c. tr
must be positive; this places an upper bound on 7.

Repeater Feedback

The repeaters must not be allowed to get into a feedback loop; that would interfere with the
source node’s transmission. There are two approaches to prevent this from happening. The first
approach is to separate the channel into two bands. The source transmits data on the first band.
The repeaters listen on the first band and transmit on the second. The destination would listen on
the second band. The repeaters thus would not be able to mistake their transmissions for the
source’s. The source could optionally transmit on both the first band and on the second so that it
contributes to the signal received by the destination.
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Figure 1.3-9 Two repeaters.

Another approach would be to restrict the repeat duration (¢£z) so that no repeater (4) transmits at a
time that would cause its transmission to arrive at a second repeater (B) while the second repeater
is listening for a different symbol from the source (Figure 1.3-9).

Let 1z be the repeat duration for Repeater 4. Referring to Figure 1.3-9 for definitions of ds,, dss,
and d,p, the source begins transmitting a symbol X at Time 0. The falling edge of the repeated
signal X from A arrives at B at time (ds,+d g)/c+tp+eg. The source begins transmitting a second
symbol Y at time ts. Repeater B starts listening for Y at time dgp/c+ts. To prevent feedback, the
falling edge of X from A4 must arrive at B no later than B starts listening for Y; thus,
(dsqtdag)/c+iptin < dsg/c+ts, which yields tg < (dgg-dss-dyp)/ctis-tp. If the positions of all
repeaters are within 7,,,, of the source, then the minimum value of dsg-dss-dp 1S -2F mar. Thus, tz <
ts-tp-2rma/c. 1f all repeaters have the same value of #, then this is the same result as before.

Power Gain

This derivation adopts the following channel model to predict the power gain from multiple
transmitters. The energy received (£, ;) for a single bit at the base station from transceiver / is
ak,/d", where a and m are constants, £,; is the transmitted energy, and d; is the distance between
the transceiver and the base station. This derivation assumes that the energy received at the base
station from multiple transceivers is additive.

Let E, be the energy per bit that a transceiver produces when it transmits a full bit period. Let
node 0 be the source node and assume it transmits the full bit period; E,, = E,. Let repeater nodes
all have the same repeat duration (tz); E,; = Eptp/ts, i21. Let E, be the total energy per bit received
at the base station, then

£=YE, =y = T T O th o Gh By
d] d, d] d, ted] ey te = b

i20 i20 izl iz]

A lower bound for E, has a simpler form. Let d,, be the maximum distance between any
repeater and the base station. Let n be the number of repeaters, then
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Assume a worst-case maximum distance between the repeaters and the base station
(dinax=dptrma) and pick the repeat duration ((p=ts-1p-27,,er/c), then
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Since £z must be positive, ts-2p-2r,./c must be positive; therefore, the gain is always greater than
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Repeater Selection
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Figure 1.3-10 Selecting nearby nodes.

A source node needs to pick nearby nodes to be repeaters in order to send a message to the base
station (Figure 1.3-10). The lower bound for £, indicates a tradeoff. If the number of repeaters
selected (n) is too low, then the energy received by the base station will be too low. However, if
Fmax 18 t00 high, then the repeat duration (zz) must be reduced to prevent inter-symbol interference;
this will also cause the energy received by the base station to be too low. If the source selects
more neighbors than necessary but not so many as to make 7, too big, then more nodes will
expend energy than necessary. The source needs to select as many nodes as possible to repeat its
signal without selecting too many.
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The most direct way to select nodes to be repeaters is to select them by their distance to the
source. Start with an empty set. If the current set of nodes will not produce a signal strong
enough to reach the base station, then add the nearest unselected node to the set and repeat.
Future work may consider other selection approaches. For example, the source might avoid
picking nodes that have low batteries; this may extend the average node lifetime.

1.3.2.2 Low-level Collaborative Communication
Introduction

The collaborative method for the wireless communications focuses on the problem of how
multiple independent transceivers can work together to reinforce each other’s signal. In our
scenario, the sensor network is composed of homogeneous nodes where each transmitter node is
able to work independently, for example, a node can move about to perform a given sensing task
independent of other nodes. All nodes participate collectively to transmit a message to make it
more reliable and robust for distant wireless communications. When a message needs to be sent, a
node conveys a local message to all of the other nodes. Then, all nodes transmit this message
cooperatively and the combined reinforced waveform reaches the distant receiver node. The
proposed scenario makes collaboration among nodes and the signal combination of the nodes
incredibly simple, secure, and efficient.

In our previous laboratory work, the waveform combination became a big concern because the
resulting waveform that reaches the receiver antenna will be composed of contributions from all
nodes in the network. In our previously reported work, we found two solutions to this problem,
precise synchronization and a new signal waveform, which we referred to as a band-limited
random signal. In this past quarter, we have been experimenting with a new solution to
waveform combination, which can be easily implemented. Furthermore, precise synchronization
comes for free. This new strategy is based upon the idea of frequency-division multiplexing
(FDM). When the sensor network has a message to send to the basestation, signals are sent from
multiple nodes at the same time, but on different frequencies. The conventional motivation
behind multiple-access FDM is to minimize interchannel interference. We have extended this
concept one step further: instead of minimizing interchannel interference, we strive to maximize
this. By utilizing our collaborative wireless communication method, each transmitter encodes a
bit of data with two temporally separated predetermined frequencies as in Binary Frequency Shift
Keying (BFSK). The predetermined two frequency values used by each transmitter are different
and chosen carefully. Assume two transmitter nodes 4, B work together. Each one has a
transmitter (TX END) as shown in Figure 1.3-11. The first chip f, of the transmitter 4 is different
and well spaced to the f; of the transmitter B, and they are grouped at the lower frequency band.
Similarly, the f; of the transmitter A4 is different and well spaced to the f; of the transmitter B,. By
choosing the f, and f; appropriately, we can differentially detect the data so as to recover the
transmitted data more easily and efficiently as shown in the Figure 1.3-12.
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Figure 1.3-11 The transmitter end and receiver end of the new scenario.

Since every frequency is unique and carefully placed in this scenario, we do not need to worry
about the cancellation and the interference between the narrowband sinusoidal waveforms. The
more nodes added, the stronger the power would be obtained. Moreover, the differential detection
scheme of this scenario is able to lessen the effect of interference. Since we detect the data
depending on the power comparison of the different frequency bands, noise will affect the
frequency bands of both symbol ‘0’ and symbol ‘1°, the differential comparison result will not be

distorted.
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Figure 1.3-12 The decision scheme in the detector & receiver of receiver end.

Figure 1.3-13 shows the bit error rate performance of the collaborative FDM communications
system of this new scenario.

It can be observed from the simulation results in Figure 1.3-13 that when more frequency pairs
are used, better performance for the system is expected. Compared to the BER performance of
the band-limited random signal scheme we mentioned in the last report, the new scenario has
better performance under Additive Gaussian White noise (AWGN), especially in the weak noise
environments. We will continue studying both of the two new scenarios under various other
interferences in the wireless communication channel.
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Comparison Performance of two schemes
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Figure 1.3-13 The BER performance comparison of the collaborative FDM scenario system
and the noise-like signal system.

Bit Synchronization in Receiver

Most of the system simulations and analyses assume bit synchronization is done perfectly, i.e. the
receiver knows the beginning of each bit; however, in a real system, signals are transmitted and
received sample by sample, and the bit start is ambiguous. Therefore, bit synchronization must be
carefully considered to make the real system work properly.

Bit synchronization is an inevitable problem. Basically, bit synchronization is a timing problem
that can be understood as the recognition and determination of when a bit starts. Currently,
methods are available to achieve bit synchronization for current main-stream communication
system products; however, none of these fit our system well. Hence, a specific bit
synchronization scheme must be created in the receiver, and can be accomplished in software.

So far, we have designed two different receivers to achieve the bit synchronization. As shown in
Figure 1.3-14, we divide the total samples of one bit period into two groups (red and blue in the
figure). Each group has half the number of samples per bit. No matter when one bit starts, there
is always one group of the two that contains the samples of specific bits and the other group
crosses the bit boundary.
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Figure 1.3-14 Receiver with group scheme.

In Figure 1.3-14, the red group crosses the boundary of two neighboring bits, i.e. the samples in
the red group do not belong to any specific bit, and the decision also does not reflect any specific
bit value. The samples chosen by the blue group are loyal to the specific bits, and we make the
decision with higher confidence. By framing messages with an appropriate header,
synchronization can be readily achieved. The red group is judged as a bad group, and the
samples of the red group are ignored. The blue group will be recognized as a good group and we
will make decisions only depending on the samples of this group.

The smart receiver scheme in Figure 1.3-15 cannot only detect the boundary of the bits but also
align the beginning of the bits. There are three steps to this process. Firstly, the samples of one
bit are also divided into two different groups. Secondly, a comparison is made between the
detected messages of each group and the transmitted header massage. The group that obtains the
correct sequence is called good; the group that has errors exceeding a threshold is deemed bad,
and the group between good and bad is called okay. Thirdly, depending upon the group
conditions (good, okay, or bad) of the current two groups and the previous two groups, we can
differentiate eight different modes of bit synchronization as shown in the Figure 1.3-15. For
instance, MOD [ in the figure indicates that the start of the group is aligned to the start of the bit.
We simulated this receiver scheme in Simulink using the model shown in Figure 1.3-16. The
simulation result for MOD 2 is shown in Figure 1.3-187.
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Figure 1.3-15 Receiver with smart group scheme.
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Figure 1.3-16 Simulink system of smart group scheme receiver.

Figure 1.3-17 shows that how this receiver detects and aligns to the start of a bit. The first top
sub-plot presents the transmitted bits, the second sub-plot denotes the received bits, the third sub-
plot shows the detected mode, the fourth sub-plot shows the modulated received message without
bit synchronization, and the last sub-plot presents the modulated received message with bit

synchronization.

In the third sub-plot, a constant value of 2 is produced after a certain time. This “2” produced by
MOD 2 means that 1/8" of the samples of one bit happen before expected as shown in the left
most red circle. When the receiver produces the constant number, the bit boundary detection is
complete, and the sample alignment is started. The start of the group will be postponed so as to
align the start of the received bit, as shown in the second and third red circle. Finally the received

bit and transmitted bit will be aligned.
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Figure 1.3-17 Performance results of the smart group scheme receiver in Simulink.

1.3.2.3 Position Estimation (for prototyping)

Introduction to the Umbra development package

The Umbra robotics software package developed by Sandia National Laboratories has several
features of interest to our ongoing research. One of its most desirable features is its unique
capability of mixing virtual environments and components with actual hardware, allowing the
developer to perform experiments and analysis on virtual elements before investing in the
required hardware. The Umbra framework is software based utilizing C++ as the language for
designing modules and also includes and interactive script level interface which facilitates
experimentation and deployment of the developed code. A key feature of Umbra is its ability to
represent and integrate many items at once. This includes hardware, virtual elements and other
simulation programs. Most functions can be broken down into individual modules witch interact
through umbra’s sophisticated module-to-module interface. This allows the developer to focus
on specific phenomena or interactions before integrated them into the full system.

The Umbra package comes with an extensive core set of libraries for representing, displaying and
analyzing 3D geometries. In particular, the geometry feature allows the developer to create
realistic physical behavior between geometric elements. For example friction can be modeled
between wheels and the terrain and obstacles can be modeled to analyze the effects on robot
movement. An important feature which is somewhat intuitive is that systems can be modeled in a
course sense and then progressively refined to become more realistic. This helps the developer
work on one aspect without being concerned with all the details. Control of a robot can be tested
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to ensure it moves properly before adding obstacle avoidance or other physical features, which
may cause variations in its behavior.

Recent Work

At this point three main features have been explored and demonstrated with the desired response.
The first aspect of Umber effectively uses the geometry data bases, Umbra libraries, and script
commands to produce an animated vehicle. The second was creating a user defined module in
C++ that can be called from the umbra scripting language. Third, elements of a hardware device
were successfully connected with the Umbra environment,

Successful animation: As mentioned earlier, Umbra has a large set of geometries that can be
called to create a virtual robot module. The key element used in this program is known as a node.
After declaring a node, it can be assigned an offset from the center grid coordinate and connect
with other nodes. A node can be an actual shape or simply a point in space which receives input
movement commands. In the first demo the original node is simply a point in space with several
other nodes connected to it. The other nodes are assigned a shape, size, color, and offset from the
original node. By using these simple construction commands a variety of geometric bodies can
be created. Once all the shapes are created they must be connected to the main node. Umbra
connects modules though their connection ports. Every module that is established within the
umbra library contains several member functions ranging from offsets, to updating the module to
connections or even status of connections. Most of these members are unimportant for the
purposes of this project, however the connect function is essential. It allows the interaction
between modules. For the nodes mentioned above we want to connect the output of the base
node to the inputs of all the dependant nodes. Commands can now be issued to base node which
passes it along to all of its dependants.

The other heavily utilized method in the demo program is the position interpolator. This is
another Umbra defined module that essentially takes a starting point at a certain event time and an
ending point at an other event time and outputs an interpolated result to move the object between
the two points in a smooth and consistent manner. As with all modules this one has input and
output connectors. The input connection is tied to the simulation clock while the output
currentValue is tied to the input of the geometric body. For this demonstration, the event
times were set in the script file prior to run time. As simulation time progresses the position
interpolator is able to calculate a velocity for the object between the last scheduled event and the
next event and output a position vector to the geometric node which is then displayed on the GUI
that Umbra utilized for a graphics interface. It should be noted that event times do not necessarily
need to be established prior to run time. The TCL scripting language allows the user to insert
common “for” loops and “if” statements to guide the program in establishing new event times
during run time. A second demonstration involves a simple object which randomly moves about
its environment. Future event times and positions are determined every few seconds in a manner
which always keeps one event ahead of the interpolator ensuring it always has a start and end
point. The triggering device for the loop is simply the onUpdate command provide by Umbra.
Umbra modules are updated at about 20 Hz, so every time an update occurs the script file will re-
evaluate the proc call and establish a new event if certain conditions are met. Figure 1.3-18
shows a simple diagram of the interconnection between modules.
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Figure 1.3-18 Simple diagram of module connection.

Both of the previous demos are easy methods to move a robot or robots in a virtual environment
and have their exact position available for analysis. One of the original reasons for implementing
this software was to perform analysis on the effects position may play when attempting to
perform a beamforming operation. With the environment, virtual robots, and position accuracy
ready for utilization, the next step is to make this data available to the simulation tools which are
currently being used to examine beam forming capabilities using position as an input.

User defined Modules: Two possibilities exist which will provide a valid interface between the
Umbra program and the simulator performing the analysis on beamforming. The first method
still requires extensive exploration and may involve the use of a High Level Architecture and the
federation process. Sandia National Laboratories is currently looking into an interface between
Umbra and Matlab/Simulink, which is the same program we would like to interface with our
Umbra programs. The second method is a work-around that involves creating a new Umbra
module in C++ that saves position data to a common file, which the Simulink program can
access. Umbra provides a shell for developers to create their own modules. The key part of this
shell is establishing the input and output ports to interface with other modules. Variables can be
defined as input or output connectors, and functions can be established within the module or with
the help of a wrapper, can be accessed from outside the module. An update function is also
established which performs the majority of the applicable code. The first module created simply
takes an input and returns the same value as the output. It also saves the current position value to
a file. Although this module is simple in nature it establishes all the of the basic concepts for
building more elaborate modules and can easily be modified without affecting any other modules
which may reside in the current system.

Connecting Hardware: An important extension to the creation of new modules was the
implementation of hardware components. Eventually, research will move beyond the virtual
environment and actual robots will need to be tested to validate beamforming results. Utilizing
real robots will allow us to examine how well accurate position can be maintained and may help
in forming a more realistic virtual robot that behaves in a similar manner. By supplying
inaccurate position to the beam forming simulator we will be able to test what effect this will
have on the accuracy of the data being transmitted and determine the level at which the signal is
degraded in comparison with the deviation of the reported position with the actual position.
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Connecting hardware at the most basic level was fairly trivial. Once Umbra has access to all the
library files and drivers of the hardware device, connecting it into the Umbra environment is as
simple as creating a new module. The ER1 Evolution robot was connected as our hardware
device. It utilizes the ERSP robotics software. Umbra was given a path to libraries in this
package and was able to make calls to the various resources contained in the ERSP software
through a wrapper function. The wrapper essentially allows inputs from within the umbra
module to be passed as arguments for the resource call. For the ERSP software to work properly
it was necessary to follow their protocol in first initializing the hardware interfaces, making the
call to the hardware function, and then cleaning up the interface before exiting. In the demo
various calls were implemented in Umbra to the ERSP drive system resource. The device can be
controlled from Umbra’s script interface by making calls to the various functions in the created
module and providing the appropriate arguments. Alternately the device resource functions could
be called from within the module’s update function using time or some other input as a controller
to determine what direction, speed, or distance the robot should move.

Problems and Future Work

The two problem areas of focus at the present time are interfacing the actual robot’s motion with
the virtual environment and finding a smoother interface between Umbra and Matlab/Simulink.
As mentioned previously this is currently under work with Sandia National Laboratories. Once
an interface is established, position data will be easier to transmit to the beam forming simulator
and feedback data from the simulator can be interpreted by Umbra to influence future robot
decisions.

Interfacing the robot’s motion with the virtual environment can be achieved by accessing the
robots odometer encoders, converting this data to a position and angle value and then converting
those values into the position rotation vectors that Umbra uses to plot geometric shapes.
Transferring data to the Umbra module has already been achieved; however, there appears to be a
problem on the ERSP software side. In the past, most robotic development using the ERSP
package utilized a higher abstraction of behavioral level control. Now we are trying to utilize the
base resource calls which create a problem if two resources are in use at the same time. The two
resources that provide the most interest are the drive system commands and the odometer
commands. Since the odometer command initializes at zero, it must constantly be in use while
the robot moves around in order to produce valid position data. Of course the behavioral level
can produce valid position data and move the robot, so there has to be a solution. Finding this
solution will be the thrust of future work along with the Umbra interface with Matlab/Simulink.

1.3.2.4 Signal Processing for the Software-Defined UWB Radio

Clock Management Testing

In the previous quarter, design decisions concerning which FPGA device to use in the ultra
wideband software-defined radio system were being performed. Those tests have been concluded
and an FPGA device has been chosen. It was found that the clocking resources available on the
lower-capacity device will be ample for the application. To create all the clocks necessary for the
system with given number of clocking resources, several system clocks will need to be generated
using the same clock manager used to manage an ADC clock. Tests showed that this is possible,
allowing the use of the lower-capacity device in the full system.
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SDR FPGA Digital Design

We are currently working on the implementation of the digital hardware for the UWB SDR.
Several components of the full system have been tested on the test platform. The test platform is
a scaled-down version of the system currently in development, so anything tested on the test
platform will be easily ported to the final system.

Matched filter based data demodulation is easily implemented in hardware in a FPGA-based
software-defined radio system. In the most basic and most efficient implementation a specific
waveform to be matched is hard-coded in the matched filter. This type of matched filter can be
implemented in a small amount of FPGA hardware fabric, allowing many matched filters to fit in
a device. In the UWB SDR test platform, eight samples are received from the ADCs each clock
cycle. This means that instead of one pipelined matched filter, eight matched filters working in
parallel were used to perform data demodulation. Each cycle, the eight matched filters performed
correlations on combinations of the new samples and the samples received last cycle. This
allowed each possible starting sample number to be tested in real time. Figure 1.3-19 illustrates
this demodulation system.

Figure 1.3-19 Matched-filter based data demodulation.

This system performed well given the input waveform to be matched. The input waveform that
was matched in the test which was performed was only two to three ADC samples wide. If the
ADCs were not aligned in phase with the input waveform, it could be partially missed. This
problem is overcome in the full system by oversampling the input waveform so that a matched
filter will still report a strong correlation even if the phase of the input does not perfectly align
with any of the ADC clocks. As was stated, the matched filter-based demodulation test showed
good results even given the limitations of the input data. The graph in Figure 1.3-20 shows the
matched filter correlation value for each starting index for a set of data with a periodic pulse
input.

The matched filter correlation value output shows a clear peak with the same frequency with
which the input pulses are being sent to the receiver. With more samples per pulse, this peak will
be even more pronounced and data demodulation using a matched filter can be performed
reliably.
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Figure 1.3-20 Matched filter output variation with time.

Another part of the full system which is being tested on the test system is synchronization of the
input data. Without synchronization, input samples can be deinterleaved out of order. A sine
wave input could end up looking like the waveform in Figure 1.3-21. With the input data
synchronized the rest of the digital system will be able to perform data demodulation reliably.

Eventually the full system will be used with a pilot-based matched filtering demodulation
scheme. In this scheme, the receiver will acquire the starting time of the payload pulses sent by
the transmitter by way of a set of pilot pulses that are known a priori. The matched filtering for
this acquisition phase could be performed in hardware, but we have decided to take advantage of
the embedded Power-PC processors available in the Virtex 2 Pro FPGA. We will be running the
matched filter algorithm in software on the Power-PC. We are currently testing the software
version of the algorithm on the test platform.

65



250 T T T T T T T T T T

af | \ RN

100 -

' I

1 | l N
230 300 310 3z0 330 340 350 360 370 380

Figure 1.3-21 Unsynchronized sine wave input.
Future Plans

The full UWB SDR system will soon be fabricated. After the system is ready, many tests will
need to be performed to ensure the correct operation of the fixed hardware in the system. These
tests will ensure that the FPGA and the ADCs are operational and that the FPGA receives the
correct raw data from the ADCs. After the system passes these operational tests the data
demodulation system will be made to work on the full system.
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2. TASK 2 Secure and Robust Networks
2.1 Task 2.1 Ad Hoc Networks

2.1.1 Overview

Task goal: This task investigates core network capabilities for quality of service (QoS), security,
and routing in ad hoc networks, especially mobile ad hoc networks (MANETS).

Organization: This task is managed by Scott Midkiff and involves or has involved the following
personnel:

Scott F. Midkiff, faculty (task director)

Luiz A. DaSilva, faculty

Nathaniel J. Davis, IV, faculty (1/15/05-8/14/05)

Y. Thomas Hou, faculty

Shiwen Mao, post-doctoral research associate

George C. Hadjichristofi, GRA (1/15/05-5/14/05), post-doctoral associate (7/25/05-present)
Waltemar M. de Sousa, GRA (5/15/05-present)

Unghee Lee, GRA (33% for 4/1/05-5/14/05, 100% for 5/15/05-present)

Xiaojun Wang, GRA (06/01/05-01/01/06)

Summary: During this quarter, we continued work on integration of routing and medium access
control (MAC) protocols for ad hoc networks to support multiple channel operation,
implementation of test bed conversion to support both Internet Protocol (IP) version 6 (IPv6) and
IP version 4 (IPv4) including with IP Security (IPsec) and key management. We enhanced the
utility of the Optimized Link State Routing (OLSR) protocol by developing an application
program interface (API) to provide network information to support integration with higher layer
protocols and programs. We defined steps to implement a topology control (TC) mechanism and
started the development of the required components. In addition, we began integration of our
video communication software with the routing protocol to dynamically obtain network
information, using the API cited previously, and exploit path diversity in an ad hoc network. We
are also extending our video communication modules to operate in an IPv6 environment. The
accomplishments and other details are provided in Section 2.1.2 below.

2.1.2 Task Activities for the Period

Subtask 2.1(a): Policy-based Quality of Service

Task objectives: The objectives of this subtask are to investigate and develop quality of service
mechanisms that provide differential bandwidth allocation and scheduling based on traffic type,
node type, and the current network environment. We seek to increase the adaptability of the QoS
mechanisms to operate more robustly in a variety of environments. We will also explore
automatic adaptation at the physical and data link layers in response to application and network-
layer demands, as an initial exploration of cognitive networks as an approach to cross-layer
optimization.

Accomplishments during reporting period: Investigation and planning for this task continued
during this quarter. We focused on developing a topology control (TC) mechanism and analyzing
existing TC algorithms. We also continued to investigate relevant literature in the field. TC aims
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to increase network capacity by means of controlling the physical topology of heterogeneous ad
hoc networks, composed of nodes with different capabilities (e.g., different antenna subsystems)
and resources (e.g., varying energy supplies). The TC algorithm coordinates nodes’ decisions
regarding their transmitting ranges with the objective of reducing interference and generating a
network topology with desired properties (e.g., higher effective network capacity).

Substantial theoretical and simulation-based work has been performed in the area of TC, but to
this date there is a lack of experimental demonstration of the usefulness of TC techniques in
reducing node energy consumption and radio interference. We defined an implementation
structure for a TC mechanism in the Linux operating system and are currently working on
detailed design and implementation. We have also refined the required modifications for our test
bed to allow for the evaluation and demonstration of TC.

TC Engine
Topology Topology |56t Tx_Power()
Database Controller =
Manager
MSG Controller
l——‘ Node Info Buffer b
MSG Assembler I | MSG Parser
Tx Controller Rx Controller
Alarm MSG MSG Stats
Handler Dispatcher Receiver Collector
Trigger
User-bpaee —————1——————— 0 —————— T PO
Kernel-
Space Bystem Alarm I ouT IN | Wireless Driver

Figure 2.1-1 Implementation structure of the topology control mechanism.

Figure 2.1-1 shows the implementation structure of the TC mechanism. It is composed of
four main modules: (i) the TC Engine; (ii) the MSG Controller; (iii) the Tx Controller; and (iv)
the Rx Controller. The TC Engine is made up of the topology database manager and the topology
controller. The topology database manager maintains information about the local neighborhood
(node-related information, including a node’s capabilities, and link information, such as
directionality and weight). The topology controller implements the distributed TC algorithm
based on data collected from the topology database manager. It calculates a localized topology
graph and control a node’s transmit power level by issuing commands directly to the wireless
device driver. The MSG Controller temporarily stores node information exchanged between the
TC Engine and the MSG Controller, and generates and analyzes TC messages. The TC messages
hold information regarding a node’s visible neighborhood and its TC capabilities. The Tx
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Controller periodically broadcasts TC messages based on the operating system alarm handler.
The Rx Controller processes TC messages and communicate the power level statistics of
incoming packets to the TC Engine. The statistics are extracted from the wireless device driver.

The development of this mechanism requires a number of adjustments to interact dynamically
with the wireless device driver. The Library of Efficient Data types and Algorithms (LEDA) will
initially provide an existing implementation of a TC algorithm for the Topology Controller. We
intend to assess its limitations and improve its performance. In addition, this investigation will
enable us to identify generic issues based on observations of specific problems and provide useful
guidance regarding topology control to the research community.

Links to other tasks: This subtask has natural synergies with Task 2.4 (Cross-Layer
Optimization), as the mechanisms that support QoS in mobile ad hoc networks span the physical,
data link, network, and application layers. It also integrates with Task 2.2 (Real-Time Resource
Management, Communication, and Middleware) as some of the QoS mechanisms developed here
will support real-time applications and must integrate with the real-time middleware developed in
Task 2.2.

Schedule: The updated schedule for this subtask is as follows.

Develop extended policy-based QoS mechanism (April-November 2005)

Explore adaptability methods (July-December 2005)

Demonstrate potential benefits of topology control in test bed (July-December 2005)
Realize and integrate protocols using test bed (January-March 2006)

Refine protocols based on performance evaluation and demonstrations (April-June 2006)

Personnel: The following personnel were assigned to this subtask during the quarter.
Luiz A. DaSilva, faculty (subtask leader)
Scott F. Midkiff, faculty
Waltemar de Sousa, GRA

Subtask 2.1(b): Security Mechanisms for Ad Hoc Environments

Task obijectives: The objectives of this subtask are to investigate and, where feasible and deemed
appropriate, develop security mechanisms that are efficient for ad hoc network environments.
Our initial emphasis considers a distributed key management system (KMS) and associated
shared trust schemes.

Accomplishments during reporting period: During the quarter, we continued testing and
integration work of Key Management System (KMS), Openswan (which implements user space
IPsec), and Linux kernel [Psec mechanisms with other network functions. The KMS dynamically
distributes the certificates of the nodes throughout the network by utilizing Delegated Certificates
Authorities (DCAs) and trusted peers. Any node in the network can establish security associations
(SAs) by utilizing [Pv4 and/or IPv6 addresses.
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Links to other tasks: This subtask has synergies with Subtask 2.1(c) and Task 2.4 (Cross-Layer
Optimization) as link layer and, especially, network layer information can be employed to
improve key management and other security functions. We are working to deploy a prototype for
evaluation in the test bed developed in Subtask 2.1(¢e) and use tools of Subtask 2.1(f).

Schedule: The schedule for this subtask is as follows. There is no change from the previous
quarter.

Develop DCA and trust management system (January-June 2005)

Integrate cross-layer design features (July-September 2005)

Realize prototype implementation (July-December 2005)

Integrate protocols using test bed (January-March 2006)

Refine protocols based on performance evaluation and demonstrations (April-June 2006)

Personnel: The following personnel were assigned to this subtask during the quarter.
Scott F. Midkiff, faculty (task leader)
George C. Hadjichristofi, post-doctoral associate

Subtask 2.1(c): Ad Hoc Routing Optimization

Task objectives: The objectives of this subtask are to investigate schemes to improve routing and
to use network layer functionality to improve other network services.

Accomplishments during reporting period: We have extended and continue to extend the existing
Naval Research Laboratory (NRL) implementation of OLSR by adding network-wide
information dissemination capabilities. Information includes connectivity of every node and link
quality metrics, such as packet drop rate. In addition, we developed a network information API
that can access local routing information as well as information disseminated by the routing
protocol. The API can extract topology and other link and node state information and provide the
information to protocols and applications, typically at or above the networking layer. It can be
accessed both locally and remotely via a client-server application that we developed.

Information that is of special immediate interest for the purpose of the AWINN integration task
(Task 2.4) is connectivity to a particular node (i.e., reachability information) in a Boolean form
and the path length (hop count) to a particular destination. Other information includes one-hop
neighbor information for topology control calculations in Subtask 2.1(b), and network-wide
topology and packet drop rate information for video applications in Subtask 2.1(d). Additional
functionality may be added to the API and routing protocol based on needs and time and
resources available.

Links to other tasks: This subtask has direct ties to Task 2.4 (Cross-Layer Optimization) as our
focus makes the network layer a key part of our cross-layer optimization schemes. In addition,
we will explore synergy with Task 2.2 (Real-Time Resource Management, Communication, and
Middleware). We are deploying a prototype for evaluation in the test bed developed in Subtask
2.1(e) and use tools of Subtask 2.1(f).
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Schedule: The updated schedule is as follows.

e Extend DSDV to support multi-channel MAC (January-March 2005)
e Extend OSPF-MCDS to support multi-channel MAC (April-June 2005)
e Extend Optimized Link State Routing (OLSR) to support multi-channe] MAC (May-June

2005)

e Realize prototype implementation in Linux, including IPv6 support (July-November
2005)

e Provide enhanced support for policy-based network management (PBNM) (November-
January 2005)

e Provide enhanced support for security services (October-December 2005)

e Integrate additional cross-layer enhancements (October-December 2005)

e Integrate protocols using test bed (January-March 2006)

e Refine protocols based on performance evaluation and demonstrations (April-June 2006)

Personnel: The following personnel were assigned to this subtask during the quarter.
Scott F. Midkiff, faculty (subtask leader)
Unghee Lee, GRA

George C. Hadjichristofi, post-doctoral associate

Subtask 2.1(d): Cross-Layer Approach for Routing of Multiple Description Video over
Ad Hoc Networks

Task objectives: The objectives of this subtask are to investigate a theoretical foundation for
cross-layer approaches for carrying video using Multiple Description (MD) coding over ad hoc
networks and to build on this foundation to demonstrate key concepts via a prototype
implementation.

Accomplishments during reporting period: We continued to investigate how to exploit path
diversity in ad hoc networks to better support video communications. The video coding that we
employ is called Multiple Description coding, a new video coding technique that is uniquely
suitable for video transport over wireless ad hoc networks. We consider the problem of how to
support video multicast with MD-coded video in ad hoc networks. Instead of just finding
multiple paths in the network, we follow an application-centric, cross-layer routing approach with
the objective of minimizing the overall video distortion. We propose an MD-coded video
multicast scheme where multiple source trees are used. Furthermore, each video description is
coded into multiple layers to cope with diversity in wireless link bandwidths. Based on this
multicast model, we formulate cross-layer multicast routing as a combinatorial optimization
problem and propose an efficient solution procedure.

During the quarter, we developed a strategy for integrating the video application with the test bed
developed in Subtask 2.1(e). We are currently designing modules to enable this integration and
upgrading our prototype implementation to operate in an IPv6 environment. The video
application will obtain network information from the API developed as part of Subtask 2.1(c) and
utilize accessed topology information to improve video quality through an innovative form of
multi-path routing. Figure 2.1-2 shows how the video application will be deployed in the test
bed. The video server and client are notebook computers, each connected to Gateway (GW) 1
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and GW12, respectively. The default routes for these two notebooks are set to the corresponding
GW’s [P address. The topology and link parameters, controlled by the Dynamic Switch, are
extracted by the routing protocols developed in Subtask 2.1(c) and are distributed to the video
server. The video server utilizes a routing algorithm based on a genetic algorithm (GA) to take
advantage of mesh connectivity and find a pair of paths from GWI1 to GW12 for the video
sessions.
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Figure 2.1-2 Integration of the prototype video application integration in the test bed.

Links to other tasks: This subtask has direct ties to Task 2.4 (Cross-Layer Optimization) as it
considers cross-layer optimization schemes that involve applications, in this case, video. We are
deploying a prototype for evaluation and this will be integrated into the test bed developed in
Subtask 2.1(e).

Schedule: The updated schedule is as follows.

Develop foundation for cross-layer optimization (January-July 2005)

Develop prototype system (June-November 2005)

Integrate prototype system into interoperability test bed (December 2005-January 2006)
Conduct experiments with interoperability test bed (February-April 2006)

Refine protocols based on performance evaluation and demonstrations (May-June 2006)

Personnel: The following personnel were assigned to this subtask during the quarter.
Y. Thomas Hou, faculty (subtask leader)
Shiwen Mao, post-doctoral associate

Xiaojun Wang, GRA
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Subtask 2.1(e): Test Bed Evaluation and Demonstration

Task objectives: The objectives of this subtask are to integrate and demonstrate through research
prototype implementations key ideas from Subtasks 2.1(a), 2.1(b), 2.1(c), and 2.1(d) and, as
feasible and appropriate, from Task 2.2 (Real-Time Resource Management, Communication, and
Middleware), Task 2.3 (Network Interoperability and Quality of Service), and Task 2.4 (Cross-
Layer Optimization).  The objective includes exploring interactions between different
components and functions and to evaluate and demonstrate both functionality and performance.

Accomplishments during reporting period: As noted in descriptions of Subtasks 2.1(a) though
2.1(d), we continued to deploy and test components to support the evolution of the test bed. We
are extending the OLSR protocol to disseminate network information over the entire network and
we have developed an API to extract this information dynamically and provide it to software
components in Subtask 2.1(a), 2.1(d), and Task 2.2.

Links to other tasks: The test bed evaluation and demonstrations rely on results from Subtasks
2.1(a), 2.1(b), 2.1(c), and 2.1(d), as well as Tasks 2.2, 2.3, and 2.4.

Schedule: The updated schedule for this subtask is as follows.

Identify and clarify needs (July-September 2005)

Acquire and deploy test bed hardware (October 2005-January 2006)
Deploy technologies in test bed (October 2005-April 2006)

Final performance evaluation and demonstrations (May-June 2006)

Personnel: The following personnel were assigned to this subtask during the quarter.
Scott F. Midkiff, faculty (subtask leader)
George C. Hadjichristofi, post-doctoral associate
Unghee Lee, GRA

Subtask 2.1(f): Configuration and Monitoring Tools

Task Obijective: The objectives of this subtask are to investigate and develop software
configuration and monitoring tools to facilitate network testing and demonstration.

Accomplishments during reporting period: There was no activity in this subtask. We intend to
continue our investigation of non-SNMP network monitoring. A promising approach that we will
investigate is the capability to execute specific monitoring through information that can be
extracted from functionalities developed in Subtask 2.1(c). This would allow the test bed monitor
to collect network information with little or no additional network overhead.

Links to other tasks: The tools support the test bed described above for Subtask 2.1(e).

Schedule: The updated schedule for this subtask is as follows.
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o Identify and clarify needs (April-September 2005)
e Implement and test tools (October 2005-January 2006)
e Utilization and refinement of tools (February-June 2006)

Personnel: The following personnel were assigned to this subtask during the quarter.

Scott F. Midkiff, faculty (subtask leader)
George C. Hadjichristofi, post-doctoral associate

2.1.3 Importance/Relevance

Ad hoc networks are of particular importance to the Navy and other Department of Defense
(DoD) units because of their ability to be quickly configured and operate without
infrastructure. Research in ad hoc networks to date has been dominated by solutions to
particular, specific problems and not to general system and network infrastructure issues.
This task focuses on making ad hoc network operate successfully as a system with efficient
routing, the ability to offer quality of service, and the robustness and security required of
military networks. We also examine the challenging problem of delivering video,
specifically Multiple Description video, in an ad hoc network.

2.1.4 Productivity

Journal publications (appeared during the quarter)

1.

S. Mao, S. S. Panwar, and Y. T. Hou, “On minimizing end-to-end delay with optimal traffic
partitioning,” I[EEE Transactions on Vehicular Technology, vol.55, no.2, pp.681-690, March
2006.

S. Mao, S. Kompella, Y. T. Hou, H. D. Sherali, and S.F. Midkiff, “Routing for concurrent
video sessions in ad hoc networks,” IEEE Transactions on Vehicular Technology, vol.55,
no.l, pp.317-327, Jan. 2006.

S. Mao, X. Cheng, Y. T. Hou, and H. D. Sherali, “Multiple description video multicast in
wireless ad hoc networks,” ACM/Kluwer Mobile Networks and Applications Journal
(MONET), vol.11, no.1, pp.63-73, Jan. 2006.

Y. Shi, Y. T. Hou, H. D. Sherali, S. F. Midkiff, “Cross-layer optimization for routing data
traffic in UWB-based sensor networks,” IEEE Journal on Selected Areas in Communications.

Journal publications (accepted during the quarter)

1.

Y. T.Hou, Y. Shi, J. Pan, A. Efrat, and S. F. Midkiff, “Maximizing lifetime of wireless
sensor networks through optimal single-session flow routing,” IEEE Transactions on Mobile
Computing, to appear.

S. Mao, Y.T. Hou, X. Cheng, H.D. Sherali, S.F. Midkiff, and Y.-Q. Zhang, “Multi-path
routing for multiple description video over wireless ad hoc networks,” IEEE Transactions on
Multimedia.

M. X. Gong, S. F. Midkiff, and S. Mao, “A cross-layer approach to channel assignment in
wireless ad hoc networks,” to appear, ACM/Kluwer Mobile Networks and Applications
Journal (MONET), to appear.
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Conference publications (appeared during the quarter)

1. U. Lee, S. F. Midkiff, and T. Lin, “OSPF-MCDS-MC: A routing protocol for multi-channel
wireless ad-hoc networks,” Proc. IEEE Communications and Networking Conference
(CCNC), Jan. 2006, Las Vegas, NV, pp. 426-430.

Conference publications (accepted during the quarter)

None.

Book Chapters (accepted during the quarter)

1. M.X. Gong, S. Mao, S.F. Midkiff, and B. Hart, “Medium access control in wireless mesh
networks,” in Wireless Mesh Networking: Architectures, Protocols and Standards, Y. Zhang,
J. Luo, and H. Hu (Editors), Auerbach Publications, CRC Press, to appear.

Presentations

3

1. S.F. Midkiff, “Information Infrastructure Assurance in an ‘Infrastructure-less’ Environment,
Euro-Atlantic Symposium on Critical Information Infrastructure Assurance, Riva San Vitale,
Switzerland, March 23-24, 2006.

Meetings Attended

1. National Science Foundation Global Environment for Networking Innovations (GENI)
“Town Hall” Meeting, Arlington, VA, March 10, 2006.

Students supported
Waltemar de Sousa 01/01/06-03/31/06
Unghee Lee, 01/01/06-03/31/06

Faculty supported
Scott F. Midkiff, 01/01/06-03/31/06
Luiz A. DaSijlva, 01/01/06-03/31/06
Y. Thomas Hou, 01/01/06-03/31/06

Staff and other personnel supported:
George C. Hadjichristofi, 01/01/06-03/31/06 (post-doctoral associate)
Shiwen Mao, 01/01/06-03/31/06 (post-doctoral associate)

76



2.2 Task 2.2 Real-Time Resource Management, Communications, and Middleware

This report discusses the progress of Task 2.2 during the fifth quarter — January through March,
2006.

2.2.1 Task Overview

The objectives of Task 2.2 include:

(1) Develop timefutility function (TUF)/utility accrual (UA) scheduling algorithms for
scheduling Real-Time CORBA 1.2°s distributable threads with assured timeliness
properties under failures. Develop distributable thread maintenance and recovery
(TMAR) protocols that are integrated with such scheduling algorithms;

(2) Develop TUF/UA non-blocking synchronization mechanisms for synchronizing
distributable threads and single-processor threads for concurrently and mutually
exclusively accessing shared objects;

(3) Investigate how TUF/UA scheduling algorithms, synchronization mechanisms, and
TMAR protocols can co-reside with policy-based network QoS management schemes,
and jointly optimize (with network QoS schemes) UA timeliness optimality criteria, as
envisaged in Task 2.3; and

(4) Develop the Distributed Real-Time Specification for Java (DRTSJ) standard under the
auspices of Sun’s Java Community Process (JCP)1, incorporating scheduling algorithms,
synchronization mechanisms, and TMAR protocols developed in (1) and (2).

Embedded real-time systems that are emerging in areas such as control systems in the defense
domain (e.g., Navy’s DD(X), Air Force’s AWACS) are fundamentally distinguished by the fact
that they operate in environments with dynamically uncertain properties. These uncertainties
include transient and sustained resource overloads due to context-dependent activity execution
times and arbitrary activity arrival patterns. For example, many DoD combat systems include
radar-based tracking subsystems that associate sensor reports to airborne object tracks. When a
significantly large number of sensor reports arrives, it exceeds the system processing capacity,
causing overloads that can lead to important tracks being undetected.

When resource overloads occur, meeting deadlines of all application activities is impossible as
the demand exceeds the supply. The urgency of an activity is typically orthogonal to the relative
importance of the activity—e.g., the most urgent activity can be the least important, and vice
versa; the most urgent can be the most important, and vice versa. Hence, when overloads occur,
completing the most important activities irrespective of activity urgency is often desirable. Thus,
a clear distinction has to be made between the urgency and the importance of activities during
overloads. (During under-loads, such a distinction need not be made, because deadline-based
scheduling algorithms such as EDF are optimal for those situations [hor74]—i.c., they can satisfy
all deadlines.)

1 The DRTS]J effort is currently ongoing under a JCP called JSR-50. The core members of
the DRTSJ team include those from The MITRE Corporation and Virginia Tech.
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Deadlines by themselves cannot express both urgency and importance. Thus, we consider the
abstraction of time/utility functions (or TUFs) [jlt85] that express the utility of completing an
application activity as a function of that activity's completion time. Utility is typically mapped to
application-level quality of service (QoS) metrics such as track quality and track importance in a
command and control application. We specify deadline as a binary-valued, downward “step”
shaped TUF; Figure 2.2-1(a) shows examples. Note that a TUF decouples importance and
urgency—i.e., urgency is measured as a deadline on the x-axis, and importance is denoted by
utility on the y-axis.

= 2 2
= 5 =
0 —-_‘: Time _— Time fite
(a) Step TUFs (b) AWACS TUF (¢) Air Defense TUFs

Figure 2.2-1 Example timing requirements specified using Time/Utility Functions.

Many embedded real-time systems also have activities that are subject to non-deadline time
constraints, such as those where the utility attained for activity completion varies (e.g., decreases,
increases) with completion time. This is in contrast to deadlines, where a positive utility is
accrued for completing the activity anytime before the deadline, after which zero or infinitively
negative utility is accrued. Figures 2.2-1(b)—2.2-1(c) show examples with such time constraints
from two real applications (see [cjk+99] and the references therein).

When activity time constraints are specified using TUFs, which subsume deadlines, the
scheduling criteria are based on accrued utility, such as maximizing sum of the activities' attained
utilities. We call such criteria, utility accrual (or UA) criteria, and scheduling algorithms that
optimize them, as UA scheduling algorithms. UA algorithms that maximize summed utility
under downward step TUFs (or deadlines) [loc86, cla90, wrjb04] default to EDF during under-
loads, since EDF can satisfy all deadlines during those situations. Consequently, they obtain the
maximum total utility during under-loads. When overloads occur, they favor activities that are
more important (since more utility can be attained from them), irrespective of their urgency.
Thus, UA algorithms' timeliness behavior subsumes the optimal timeliness behavior of deadline
scheduling.

The major Task 2.2 accomplishments of this quarter include developing: (1) an optimal
multiprocessor real-time scheduling algorithm and (2) a distributable thread integrity protocol
with bounded timeliness for recovery operations. We summarize these accomplishments in
Section 2.2.2.

2.2.2 Task Activities for the Period.:
An Optimal Multiprocessor Real-Time Scheduling Algorithm

LREF Scheduling Algorithm

Model
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We consider global scheduling, where task migration is not restricted, on an SMP system with M
number of identical processors. We consider the application to consist of a set of tasks, denoted
T={T), T,, ..., Ty}. Tasks are assumed to arrive periodically at their releasing times #;. Each task
T; has an execution time c;, and a relative deadline d; which is the same as its period p;. The
utilization u; of a task 7T; is defined as c¢;/d; and is assumed to be less than 1. Similar to
[da05,abd05], we assume that tasks may be preempted at any time, and are independent, i.e., they
do not share resources or have any precedence.

We consider a non-work conserving scheduling policy; thus processors may be idle even when
tasks are present in the ready queue. The cost of context switches and task migrations are
assumed to be negligible, like in [da05,abd05].

Time and Local Execution Time Plane

In the fluid scheduling model, each task executes at a constant rate at all times [ha06]. The
quantum-based Pfair scheduling algorithm, the only known optimal algorithm for the problem
that we consider here, is based on the fluid scheduling model, as the algorithm constantly tracks
the allocated task execution rate through task utilization. Pfair algorithm's success in constructing
optimal multiprocessor schedules can be attributed to fairness --- informally, all tasks receive a
share of the processor time, and thus are able to simultaneously make progress. P-faimess is a
strong notion of fairness, which ensures that at any instant, no application is more than one
quantum away from its due share (or fluid schedule) [bepv96,casO1]. The significance of the
faimmess concept on Pfair's optimality is also supported by the fact that task wrgency, as
represented by the task deadline is not sufficient for constructing optimal schedules, as we
observe from the poor performance of global EDF for multiprocessors.

Toward designing an optimal scheduling algorithm, we thus consider the fluid scheduling model
and the fairness notion. To avoid Pfair's quantum-based approach, we consider an abstraction
called the Time and Local Execution Time Domain Plane (or abbreviated as the T-L plane),
where tokens representing tasks move over time. The T-L plane is inspired by the L-C plane
abstraction introduced by Dertouzos et al. in [dm89]. We use the T-L plane to describe fluid
schedules, and present a new scheduling algorithm that is able to track the fluid schedule without
using time quanta.

execution
time

A . fluid schedule

" ]

I,

) i

Figure 2.2.2-1 Fluid schedule versus a practical schedule.

Figure 2.2.2-1 illustrates the fundamental idea behind the T-L plane. For a task 7; with r;, ¢; and
d;, the figure shows a 2-dimensional plane with time represented on the x-axis and the task
remaining execution time represented on the y-axis. If r; is assumed as the origin, the dotted line
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from (0, ¢;) to ( d,0) indicates the fluid schedule, the slope of which is -u;. Since the fluid
schedule is ideal but practically impossible, the fairmess of a scheduling algorithm depends on
how much the algorithm approximates the fluid schedule path.

When T; runs like in Figure 2.2.2-1, for example, its execution can be represented as a broken line
between (0, ¢;) and (d,,0). Note that task execution is represented as a line whose slope is -1 since
x and y axes are in the same scale, and the non-execution over time is represented as a line whose
slope is zero. It is clear that the Pfair algorithm can also be represented in the T-L plane as a
broken line based on time quanta.

When N number of tasks are considered, their fluid schedules can be constructed as shown in
Figure 2.2.2-2, and a right isosceles triangle for all tasks is found between every two consecutive
scheduling events. We call this as the T-L plane 7L*, where k is simply increasing over time. The
size of TL* may change over k. The bottom side of the triangle represents time. The left vertical
side of the triangle represents a part of tasks' remaining execution time, which we call the Jocal
remaining execution time, I, which is supposed to be consumed before each TL* ends. Fluid
schedules for each task can be constructed as overlapped in each 7L plane, while keeping their
slopes.

TLE  TLk!

Figure 2.2.2-2 T-L planes

Scheduling in T-L planes

The abstraction of T-L planes is significantly meaningful in scheduling for multiprocessors,
because T-L planes are repeated over time, and a good scheduling algorithm for a single T-L
plane is able to schedule tasks for all repeated T-L planes. Here, good scheduling means being
able to construct a schedule that allows all tasks' execution in the T-L plane to approximate the
fluid schedule as much as possible. Figure 2.2.2.-3 details the ¥ T-L plane.
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Figure 2.2.2-3 ¥ T-L plane.

The status of each task is represented as a token in the T-L plane. The token's location describes
the current time as a value on the horizontal axis and the task's remaining execution time as a
value on the vertical axis. The remaining execution time of a task here means one that must be
consumed until the time /‘f, and not the task's deadline. Hence, we call it, local remaining
execution time.

As scheduling decisions are made over time, each task's token moves in the T-L plane. Although
ideal paths of tokens exist as dotted lines in Figure 2.2.2-3, the tokens are only allowed to move
in two directions. When the task is selected and executed, the token moves diagonally down, as
Ty moves. Otherwise, it moves horizontally, as 7) moves. If M processors are considered, at most
M tokens can diagonally move together. The scheduling objective in the £ T-L plane is to make
all tokens arrive at the rightmost vertex of the T-L plane---i.e., #*; with zero local remaining
execution time. We call this successful arrival, locally feasible. If all tokens are made locally
feasible at each T-L plane, they are possible to be scheduled throughout every consecutive T-L
plane over time, approximating all tasks' ideal paths. ?

For convenience, we define the local laxity of a task T as & - tar i, Where £, 1s the current time.
The oblique side of the T-L plane has an important meaning: When a token hits that side, it
implies that the task does not hayve any local laxity. Thus, if it is not selected immediately, then it
cannot satisfy the scheduling objective of local feasibility. We call the oblique side of the T-L
plane as no local laxity diagonal (or NLLD). All tokens are supposed to stay in between the
horizontal line and the Jocal laxity diagonal.

We observe that there are two time instants when the scheduling decision has to be made again in
the T-L plane. One instant is when the local remaining execution time of a task is completely
consumed, and it would be better for the system to run another task instead. When this occurs, the
token hits the horizontal line, as Ty does in Figure 2.2.2-3. We call it as the bottom hitting event
(or event B). The other instant is when the local laxity of a task becomes zero so that the task
must be selected immediately. When this occurs, the token hits the NLLD, as 7, does in Figure
2.2.2-3. We call it as the ceiling hitting event (or event C). To distinguish these events from
traditional scheduling events such as task releases and task departures, we call events B and C as
sub-events.
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To provide local feasibility, M number of largest remaining local execution time tasks are
selected first (or LREF) for every sub-event. We call this, the LREF scheduling policy. Note that
the task having zero local remaining execution time (the token lying on the bottom line in the T-L
plane) is not allowed to be selected, which makes our scheduling policy non work-conserving.
The tokens for these tasks are called inactive, and the others with more than zero remaining local
execution time are called active. At time ', the time instant for the event of the next task release,
the next T-L plane TL*"/ starts and LREF remains valid. Thus, the LREF scheduling policy is
consistently applied for every event.

Algorithm Properties

A fundamental property of the LREF scheduling algorithm is its scheduling optimality---i.e., the
algorithm can meet all task deadlines when the total utilization demand does not exceed the
number of processors in the system. In this section, we establish this by proving that LREF
guarantees local feasibility in the T-L plane.

Critical Moment

Figure 2.2.2.-4 shows an example of token flow in the T-L plane. All tokens flow from left to
right over time. LREF selects M tokens from N active tokens and they flow diagonally down. The
others which are not selected, on the other hand, take horizontal paths. When the event C or B
happens, denoted by £; where 0<j<f, LREF is invoked to make a scheduling decision.

We define the local utilization r;; for a task T; at time ¢ as [;;/(¢¢), which describes how much
processor capacity needs to be utilized for executing T; within the remaining time until ¢ Here, /;;
is the local remaining execution time of task 7; at time ¢. When & is cancelled, it implicitly means
the current £ T-L plane.

Tu

. \\

Figure 2.2.2-4 Example of token flow.

Theorem 2.2-1 [Initial Local Utilization Value in T-L plane]
Let all tokens arrive at the rightmost vertex in the (k-1)" T-L plane. Then, the initial local
utilization value r; ~ u; for all task 7; in the B T-L plane.

proof We omit the proof due space limits.
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Well-controlled tokens, both departing and arriving points of which are the same to those of their
fluid schedule lines in the T-L plane (even though their actual paths in the T-L plane are different
from their fluid schedule paths), imply that all tokens are locally feasible. Note that we assume
u<l and Yu;<M .

0 critical &
moment

Figure 2.2.2-5 Critical moment.

We define critical moment to describe the sufficient and necessary condition that tokens are not
locally feasible. (Local infeasibility of the tokens implies that all tokens do not simultaneously
arrive at the rightmost vertex of the T-L plane.) Critical moment is the first sub-event time when
more than M number of tokens simultaneously hit the NLLD. Figure 2.2.2-5 shows this. Right
after the critical moment, only M tokens from those on the NLLD are selected. The non-selected
ones move out of the triangle, and as a result, they will not arrive at the right vertex of the T-L
plane. Note that only horizontal and diagonal moves are permitted for tokens in the T-L plane.

Theorem 2.2-2 [Critical Moment]
At least one critical moment occurs if and only if tokens are not locally feasible in the T-L plane.

proof We omit the proof due to space limits.
.y o «th .
We define total local utilization at the j sub-event, §j, as Z.- Fpo

Corollary 2.2-3 [Total Local Utilization at Critical Moment]
At the critical moment which is the /” sub-event, ;> M.
proof We omit the proof due to space limits.

From the task perspective, the critical moment is the time when more than M tasks have no local
Jaxity. Thus, the scheduler cannot make them locally feasible with M processors.

Event C

Event C happens when a non-selected token hits the NLLD. Note that selected tokens never hit
the NLLD. Event C indicates that the task has no local laxity and hence, should be selected
immediately. Figure 2.2.2-6 illustrates this, where event C happens at time t. when the token Ty,
hits the NLLD.

Note that this is under the basic assumption that there are more than M tasks, i.e., N>M. This
implicit assumption holds in Section Event C and Event B. We will later show the case when N <
M.
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For convenience, we give lower index i to the token with higher local utilization, i.e., #;>r.;;
where 1</ <N and all j, as shown Figure 2.2.2-6. Thus, LREF select tasks from 7 to Ty, and their
tokens move diagonally.

T \\\\
Ty
e T eee I

2.2.2-6 Event C.

o e
Figure
Lemma 2.2-4 [Condition for Event C]
When 1= Faepe.0 < ¥ure, the event C occurs at time ¢, where r;..; > rip o, 1< I<N.

proof We omit the proof due to space limits.

Corollary 2.2-5 [Necessary Condition for Event C]

Event C occurs at time ¢, only if S, ;>M(1- rypepc), Where i cp > Fiegogy 1SISN.
proof We omit the proof due to space limits.

Theorem 2.2-6 [Total Local Utilization for Event C]

When event C occurs at ¢, and S, ;<M, then S, <M for all ¢ where 0<c<f, and r;.; > ¥iejcp, 1S
<N.

proof We omit the proof due to space limits.
Event B
Event B happens when a selected token hits the bottom side of the T-L plane. Note that non-

selected tokens never hit the bottom. Event B indicates that the task has no local remaining
execution time so that it would be better to give the processor time to another task for execution.

Event B is illustrated in Figure 2.2.2-6, where it happens at time #, when the token of 7}, hits the
bottom. As we do for the analysis of event C, we give lower index i to the token with higher local
utilization, i.e., r;; > i+, ; where 1<i <N.
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Figure 2.2.2-7 Event B.
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Theorem 2.2-7 [Condition for Event B]

When 1- 7y 160 > Faes, €vent B occurs at time 2, where rip. > #4555, 1< 0 <N.

proof We omit the proof due to space limits.

Corollary 2.2-8 [Necessary Condition for Event B]

Event B occurs at time ¢, only if Sy ;>M ryp.;, Where 7,5 285, 151 <N.

proof We omit the proof due to space limits.

Theorem 2.2-9 [Total Local Utilization for Event B]

When event B occurs at time ¢, and S, ; < M, then S, < M, where r,p.;> Fivsp.y, 151 <N.

proof We omit the proof due to space limits.

Optimality

We now establish LREF's scheduling optimality by proving its local feasibility in the T-L plane
based on our previous results. In Section Event C and Event B, we suppose that N>M. When less
than or equal to M tokens only exist, they are always locally feasible by LREF in the T-L plane.

Theorem 2.2-10 [Local Feasibility with Small Number of Tokens]
When N < M, tokens are always locally feasible by LREF.

proof We omit the proof due to space limits.

4]

Figure 2.2.2-8 Token flow when N < M.
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Theorem 2.2-10 is illustrated in Figure 2.2.2-8. When the number of tasks is less than the number
of processors, LREF can select all tasks and execute them until their local remaining execution
times become zero.

We also observe that at every event B, the number of active tokens is decreasing. In addition, the
number of events B in this case is at most N, since it cannot exceed the number of tokens.
Another observation is that event C never happens when N < M since all tokens are selectable and
move diagonally.

Now, we discuss the local feasibility when N>M.

Theorem 2.2-11 [Local Feasibility with Large Number of Tokens]
When N > M, tokens are locally feasible by LREF if S;<M.

proof We omit the proof due to space limits.

When N (>M) number of tokens are given in the T-L plane and their S is less than M, event C
and B occur without any critical moment according to Theorem 2.2-11. Whenever event B
happens, the number of inactive tokens decreases until there are M remaining tokens. Then,
according to Theorem 2.2-10, all tokens are selectable so that they arrive at the rightmost vertex
of the T-L plane with consecutive event B's.

Recall that we consider periodically arriving tasks, and the scheduling objective is to complete all
tasks before their deadlines. With continuous T-L planes, if the total utilization of tasks Z'N U, ;

is less than M, then tokens are locally feasible in the first T-L plane based on Theorems 2.2-10
and 2.2-11. The initial Sy for the second consecutive T-L plane is less than M by Theorem 2.2-1
and inductively, LREF guarantees the local feasibility for every T-L plane, which makes all tasks
satisfy their deadlines.

Algorithm Overhead
One of the main concerns against global scheduling algorithms (e.g., LREF, global EDF) is their

overhead caused by frequent scheduler invocations. In [shab03], Srinivasan et. a/ identify three
specific overheads:

Scheduling overhead, which accounts for the time spent by the scheduling algorithm
including that for constructing schedules and ready-queue operations;

Context-switching overhead, which accounts for the time spent in storing the preempted
task's context and loading the selected task's context; and

Cache-related preemption delay, which accounts for the time incurred in recovering from
cache misses that a task may suffer when it resumes after a preemption.
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Note that when a scheduler is invoked, the context-switching overhead and cache-related
preemption delay may not happen. Srinivasan ef. al also show that the number of task
preemptions can be bounded by observing that when a task is scheduled (selected) consecutively
for execution, it can be allowed to continue its execution on the same processor. This reduces the
number of context-switches and possibility of cache misses. They bound the number of task
preemptions under Pfair, illustrating how much a task's execution time inflates due to the
aforementioned overhead. They show that, for Pfair, the overhead depends on the time quantum
size.

In contrast to Pfair, LREF is free from time quanta. However, it is clear that LREF yields more
frequent scheduler invocations than global EDF. Note that we use the number of scheduler
invocations as a metric for overhead measurement, since it is the scheduler invocation that
contributes to all three of the overheads previously discussed. We now derive an upper bound for
the scheduler invocations under LREF.

Theorem 2.2-12 [Upper-bound on Number of Sub-events in T-L plane] When tokens are locally
feasible in the T-L plane, the number of events in the plane is bounded within N+1.

proof We omit the proof due to space limits.

Theorem 2.2-13 [Upper-bound of LREF Scheduler Invocation over Time] When tasks can be
feasibly scheduled by LREF, the upper-bound on the number of scheduler invocations from time

L to ¢, is:
Nt —t
(N+1).[1+Z[€ D
i=l D

proof We omit the proof due to space limits.

where p; is the period of T;.

Theorem 2.2-13 shows that the number of scheduler invocations of LREF is primarily dependent
on N and each p; --- i.e., more number of tasks or more frequent releases of tasks results in
increased overhead under LREF.

Experimental Evaluation

We conducted simulation-based experimental studies to validate our analytical results on LREF's
overhead. We consider an SMP machine with 4 processors. We consider 4 tasks running on the
system. Their execution times and periods are given in Table 2.2.2-9 The total utilization is
approximately 1.5, which is less than the number of processors. Therefore, LREF can schedule all
tasks to meet their deadlines. Note that this task set's a (i.e., max{y;}) is 0.818, but it does not
affect the performance of LREF, as opposed to that of global EDF.

Table 2.2.2-9 Task Parameters (4Task Set)
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Figure 2.2.2-10 Scheduler invocation frequency with 4 tasks.

To evaluate LREF's overhead in terms of the number of scheduler invocations, we define the
scheduler invocation frequency as the number of scheduler invocations during a time interval 4¢
divided by 4z. We set 4f as 10. According to Theorem 2.2-13, the upper-bound on the number of

scheduler invocations in this case is (4+1) (1+[10/1 1_|+|_10/ 25]+[10/301]+[10/14]= 25.
Therefore, the upper-bound on the scheduler invocation frequency is 2.5.

In Figure 2.2.2-10, the upper-bound on the scheduler invocation frequency and the measured
frequency are shown as a dotted line and a fluctuating line, respectively. We observe that the
actual measured frequency respects the upper-bound.

Thus, our experimental results validate our analytical results on LREF's overhead.

Distributable Thread Integrity Protocol with Bounded Recovery Time

Distributed Thread Model

We consider Real Time Corba 2.0/Distributed Real Time Specification for Java's [RTC2/DRTSJ]
distributable threads as our programming and scheduling abstraction. Details of this model can be
found in [OMGO1].

Distributable threads execute in local and remote objects by location-independent invocations and
returns. A distributable thread begins its execution by invoking an object operation. The object
and the operation are specified when the thread is created. The portion of a thread executing an
object operation is called a thread segment. Thus, a thread can be viewed as being composed of a
concatenation of thread segments.

A thread's initial segment 1s called its root and its most recent segment is called its head. The head
of a thread is the only segment that is active. A thread can also be viewed as being composed of a
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sequence of sections, where a section is a maximal length sequence of contiguous thread
segments on a node. The first segment in the section results from an invocation from another
node and the last segment in the section performs a remote invocation. Figure 2.2.2-11 cited from
[gecj95] illustrates threads, sections, and segments.

Thread 1 )
- e
§ ko T i
Section 1 Section 2 41— Section 3 i / \
i Pl :
| / Pl Object 3
Section e = 7 ; il \ ‘ \
Thread 3 Ciae a /,"—- Segment 12 Segment 13
Thread 2 H
Section 1 e { "
| Section 1 Section 2e| | { S PR L8 !
Thread 4 f i
\\ £, 2 % P
Section | Section 2 Section 3e
\ \\‘
= S e
Node 1 Node 2 Node 3 Node 4 i /,-/

Figure 2.2.2-11 Distributable threads, segments, and sections.

When nodes transited by distributable threads fail, this can cause threads that span the nodes to
break by dividing them into several pieces. Segments of a broken thread that are disconnected
from its root node are called orphans or unhealthy. For providing the abstraction of a continuous
reliable thread, orphan segments of the thread must be detected and aborted, resources held by
thern must be released and rolled back to safe states, and a failure exception must be delivered to
the farthest execution point of the surviving portion of the thread i.e., the farthest contiguous
thread segment from the thread's root.

TP-TR Protocol
Thread Polling

The TP-TR TMAR protocol is largely based on the Alpha TMAR protocol described in [ggcj95].
The TP-TR protocol (referred to simply as the protocol) continually runs a three-phase polling
operation, which provides the protocol with a view of the distributed threads within the system. In
the first phase, the root node of a given distributed thread (DT) broadcasts a
ROOT ANNOUNCE message to all nodes within the system. In the second phase, all nodes that
are hosting segments of that given DT respond to the ROOT _ANNOUNCE with a unicast
SEG_ACK message. The root node then waits for a user-specified amount of time before
determining the status of the DT (broken or unbroken). This status is based on the information it
has received from the SEG_ACK messages. If the DT is determined to be unbroken, the root
sends unicast SEG_HEALTH messages to all segments of the DT, refreshing them. If there is a
break in the DT, the root node refreshes only the healthy (non-orphan) segments of a DT and
spawns a recovery thread to deal with the break.
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Recovery

The recovery thread is created so that the protocol can continue performing the three phase
polling operation while performing recovery operations. This allows the protocol to recognize
and deal with multiple breaks that occur within a system at the same time.

Recovering from a thread break requires at least four steps: pausing the DT and waiting for pause
acknowledgement, determining which segment will be the new head, notifying the new head
segment that it may continue to execute, and unpausing the distributed thread. In the first step, the
recovery thread broadcasts a PAUSE message and waits for the node hosting the current head of
the DT to respond with a PAUSE_ACK message. If a PAUSE_ACK is not received within a
user-specified amount of time, the recovery thread automatically moves onto the second step of
the recovery process. In the second step, the recovery thread analyzes its DT graph and finds the
farthest contiguous thread segment from the DT's root. This segment will be the new head. If the
old head still exists after this step, the recovery thread must terminate the old head and wait for an
acknowledgement that this action has been completed. In the third step, the recovery thread sends
a NEW_HEAD message to the node hosting the new head. In the fourth step, the recovery thread
broadcasts an UNPAUSE message to all nodes within the system. The recovery thread then
terminates. From here, the point of execution is at the new head and it becomes the responsibility
of the application programmer to decide what should be done (continue/abort).

Orphan Cleanup

When a segment has not been refreshed for a specified amount of time it is flagged as an orphan
and removed during orphan cleanup, which is performed periodically on all nodes within the
system. When orphan cleanup is performed, a thread is spawned to determine which locally
hosted segments, if any, are orphans. The thread then schedules the respective cleanup code to be
run for each orphan and terminates. Orphan cleanup serves to both remove segments that follow a
break in the DT (called thread trimming) and remove the entirety of threads that have lost their
root.

Abort-assured Utility Accrual algorithm

In order to attain bounded recovery time for distributed threads, it is necessary to have a
scheduling algorithm that can guarantee all portions of distributed threads within a system can be
recovered from. Without this guarantee, it is possible for a broken thread to leave the system in an
unsafe state. In order to facilitate this guarantee, we are developing the AUA scheduling
algorithm, described below.

When a task/handler pair is introduced to the system, the scheduler first checks to see if the
handler's execution can be guaranteed. If not, the task/handler pair is rejected and no new
schedule is created. If a new handler is accepted, its last-chance time (LCT) is calculated by
subtracting its WCET from its deadline, giving the scheduler an idea of the last moment the
handler can be guaranteed to execute to completion.

When a new task/handler pair is accepted and a new schedule needs to be created, all handlers are
first inserted into an EDF-ordered schedule. The normal tasks are then inserted into this schedule
using the DASA algorithm. Once the schedule is created, the first entity (either task or handler) in
the schedule is chosen for execution.
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When a handler’s LCT arrives without the handler’s task having completed, the scheduler
automatically wakes up and schedules the handler, thus guaranteeing that the handler is
completed by its deadline.

2.2.3 Importance to the Navy

We believe that the TUF/UA real-time technology developed in this task is directly relevant to
DoD’s network-centric warfare concept, Navy combatant systems including DD(x), and other
DoD systems such as Air Force’s next generation command and control aircrafts. In fact, the
fundamental aspects of this class of real-time problems include:

(1) Need for transparent programming and scheduling abstractions for distributed
computation workflows that are subject to time constraints

(2) Systems that are subject to significant run-time uncertainties that are often manifested in
execution and communication times, and event and failure occurrences that are non-
deterministically distributed

(3) Systems that are subject to transient and permanent overloads

(4) Need for time-critical and mission-oriented resource management (i.e., timely
management of resources in the best interest of the current application mission)

(5) Need for industry/commercial standards- and COTS-based solutions for portability,
robustness, and maintainability

All these aspects are directly addressed by Task 2.2 research. In particular, Real-Time CORBA
1.2’s and DRTSJ’s distributable threads abstraction provides a transparent programming and
scheduling abstraction for distributed real-time computation workflows. Further, the class of
TUF/UA scheduling algorithms, TMAR protocols, synchronization mechanisms, and policy-
based network QoS management schemes target application activities, whose
execution/communication latencies and event/failure occurrences are non-deterministically
distributed and are subject to overloads. TUF/UA algorithms provide time-critical and mission-
oriented resource management by (system-wide) scheduling to maximize system-wide accrued
utility, where utility is mapped to application-level QoS. Consequently, utility maximization leads
to managing system resources to maximize utility achieved for the users by the system.
Furthermore, Task 2.2’s work on the DRTSJ industry standard directly promotes
industry/commercial standards and COTS-based solutions.

Thus, we believe that Task 2.2 research is directly relevant to Navy systems and other DoD
systems.

DD(X) is currently using RTSJ, and is building a distributed real-time infrastructure using RTSJ.
The DD(X) team has expressed significant interest in using DRTSJ - in particular, the
distributable threads abstraction and end-to-end timing analysis capability. We believe that
DD(X) can directly leverage DRTSJ)’s advanced adaptive time-critical (TUF/UA) resource
management techniques, and DRTSJ’s synergy with RTSJ.
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2.3 Task 2.3 Network Interoperability and Quality of Service

2.3.1 Overview

Task Goal: The goal of Task 2.3 is to integrate network services (as investigated in Task 2.1) with
real-time middleware (as investigated in Task 2.2). Specifically, we will investigate and develop
methods and mechanisms to integrate policy-based quality of service (QoS) capabilities at the
network level, and perhaps at the link layer, with real-time services offered by middleware.

Organization: This task is managed by Scott Midkiff and involves the following personnel:

Scott F. Midkiff, task director

Luiz A. DaSilva, faculty

Binoy Ravindran, faculty

George C. Hadjichristofi, post-doctoral research associate
Jonathan Anderson, graduate research assistant

Summary: Task 2.3 integrates results from Tasks 2.1 and 2.2. We have reproduced the basic
network environment of Task 2.1 and utilized it for testing the components of Task 2.2.
Additional components have been developed to support Task 2.2, as described in Subtask 2.1(c).
Based on this initial integration we are making adjustments to our integration plans and updating
the test bed being developed in Subtask 2.1(e). The following sections summarize subtasks and
schedule.

2.3.2 Task Activities for the Period

Task Objective: As stated in Section 2.3.1, the goal of Task 2.3 is to integrate network services
(from Task 2.1) with real-time middleware (from Task 2.2).

Accomplishments during reporting period: We continued the application and middleware
development for this integrated demonstration. A small test bed similar to the test bed being
developed in Subtask 2.1(e) was configured and middleware testing is proceeding. A distributed
single-ship version of the Naval Air Defense application has been implemented in Java and
installed on the test bed. Current development effort is focused on extending the application to
demonstrate a multi-ship scenario. We are also working on modifying the distributed real-time
specification for Java (DRTSJ) applications programming interface (API) to support wireless
Thread Maintenance and Repair (TMAR) implementations and exploit dynamic network
information from Subtask 2.1(c).

Links to other tasks: This task integrates results from Task 2.1 and Task 2.2. It is also potentially
synergistic with Task 2.4 (Cross-Layer Optimization) as it may be possible to integrate
optimizations at the link and network layer with requirements presented by the real-time
middleware.

Schedule: The revised schedule for this task is as follows.

e Plan integration approach (April-November 2005)
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Begin integration based on preliminary results (December 2005-January 2006)

Integrate cross-layer design features (January-February 2006)

Integrate protocols using test bed (March-April 2006)

Refine protocols based on performance evaluation and demonstrations (May-June 2006)

Personnel: The following personnel participated in this subtask during the reporting period.

Scott F. Midkiff, task leader

Binoy Ravindran, faculty

George C. Hadjichristofi, post-doctoral research associate
Jonathan Anderson, graduate research assistant

2.3.3 Importance/Relevance

Many military systems rely on real-time operation, but can often be characterized using
“soft” real-time constraints. This work paves the way to providing real-time capabilities,
based on time-utility functions (TUFs), in an ad hoc network environment.

2.3.4 Productivity

There are currently no productivity items to report specifically for Task 2.3. Please see
descriptions of related tasks.
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2.4 Task 2.4 Cross-Layer Optimization

2.4.1 Overview

Task Goal: The goal of this task is to investigate and develop methods and metrics to
characterize and evaluate the interaction between physical, data link, network and application
layer protocols. This will be accomplished through two specific applications (a) position location
networks and (b) collaborative radio networks.

Organization: This task is managed by Dr. R. Michael Buehrer and Dr. Scott Midkiff.

Dr. R. Michael Buehrer, faculty
Dr. Scott Midkiff, faculty

Dr. Tom Hou, faculty

Qiao Chen, GRA

Swaroop Venkatesh, GRA
Jeong-Heon Lee, GRA

Summary: This quarter we focused on two subtasks: (a) Cross-layer design for UWB position-
location networks and (b) collaborative radio networks. The latter sub-task has been broken
down into two studies, the study of collaborative UWB networks and MAC-layer design for
UWB networks.

2.4.2 Task Activities for the Period

2.4.2.1 Subtask 2.4.1a Cross-Layer Design for Ultra-Wideband Position-Location Networks

Introduction: We continued our research efforts [AWIN3], [Venk06], [Venk06b] on the problem
of location estimation in the absence of line-of-sight (LOS) between the unlocalized node and
location-aware “anchor” nodes. Preliminary models and descriptions can be found in [AWIN3].
In this work, we present simulation results on NLOS mitigation in two-dimensional location
estimation, assuming we are able to distinguish between LOS and NLOS range estimates. This
assumption is justified in the case of ultra wideband (UWB) TOA-based ranging since LOS and
NLOS signals can be identified by observing the delay spread statistics of received multipath
profile. The RMS delay spread and mean excess delay can be used to distinguish between LOS
and NLOS signal by hypothesis testing as illustrated in Figure 2.4-1.
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Figure 2.4-1 Distinguishing between LOS and NLOS range estimates using the delay spread
statistics of the received multipath profile. The data corresponds to indoor UWB measurements
using Biconical antennas as part of the DARPA-NETEX project.

In the linear programming approach defined in [AWIN3], LOS range information is used to
define both the objective function and the feasible region, whereas the NLOS range information
is used only to define the feasible region. This allows the NLOS range estimates to “assist” in
improving the accuracy of location estimates by limiting the size of the feasible region, but does
not allow the NLOS bias errors to adversely affect node localization accuracy, since the NLOS
range information plays no part in defining the objective function. The efficacy of the proposed
method is demonstrated through simulation results in the following section. The proposed
approach [AWIN3] works for any mixture of LOS and NLOS range estimates,

providedm, 23, my 20. We are currently working on extensions for the case where

m; <3, my 21

Simulation Results

In this section, we present simulation results that demonstrate that the proposed approach
mitigates the effect of NLOS bias errors and utilizes the NLOS range information to improve
node localization accuracy. In the following, the anchor nodes are randomly distributed over an L

x I area where L = 10 meters. The unknown location of the unlocalized node is x = [5 S]T

(meters). We compare the performance of three location-estimation approaches in terms of the
mean and standard deviation of the localization error: (i) the proposed LP approach, (ii) the
classic least-squares (LS) estimator, utilizing only LOS range estimates, while discarding the
NLOS range estimates (“Pure-LOS”) and (iii) the LS estimator, utilizing both LOS and NLOS
range estimates, without the mitigation of NLOS bias errors (“LOS+NLOS”).

Z

For these three methods, the values of Q:“x—;( are computed for a large number of

realizations of the measurement noise, bias errors and anchor locations. The mean /4, and the

standard deviationo,, are shown in Figure 2.4-2, for different values of the proportionality

constant Kz defined in [AWIN3]. In this simulation, m; = 3, my = 3 and B, = 8 meters. As
expected, in all three cases, node localization accuracy degrades as the variance of the range
estimates increases (i.e., K¢ increases). The proposed LP approach outperforms the other two
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schemes in terms of both the mean and standard deviation of the localization error, and therefore,
on the average, produces more accurate node location estimates. In general, it was observed that

for all three estimation procedures, i, and O, follow similar trends in terms of their variation
with Kg:

IUQ.LP B /'lQ‘LS—Pure LOS < /'[Q.LS—(LOS+NLOS)
(2.4-1)
O.Q.LP < O-Q.LS—PW'e LOS o O-Q.LS—-(LOS+NLOS)
m = 3. m = 3, Bmu = § meters
10 T T T T y

" —d— pn.LP
o § . ~v~ U LS - Pure LOS
: -6~ 11, LS - (LOS + NLOS)
E ; e, UQ.LP
7k ~v 0. LS~ Pure LOS
g -o- 9. L8 - (LOS + NLOS)
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Figure 2.4-2 The mean 4, and the standard deviation 0, of the localization error €2 are

plotted versus K. Here, m, =3, my, =3 and B_, =8 meters.

The variation of the mean localization error 44, with Kz, while increasing (a) the maximum bias

Bumax, and (b) the number of NLOS range estimates my, is shown in Figure 2.4- and Figure 2.4- for
a specific set of anchor locations. We observe that (a) the LP approach performs better than both
the LS approaches and is less sensitive to an increase in the bias error, and (b) the performance of
the LP approach improves as my increases, whereas the opposite effect is observed with the LS
estimator that utilizes LOS and NLOS range estimates without bias error mitigation. The former
effect is due to the fact that the NLOS ranges do not contribute to the objective function of the
linear program, while the latter is because

mL=3,mN=4
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Figure 2.4-3 Mean /4, of the Localization Error £, m, =3, m, =4 . The maximum bias

B_.. is increased from 4 meters to 8 meters.
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additional NLOS range estimates reduce the size of the feasible region, thereby reducing the
maximum possible values of the localization error. The LP approach once again outperforms the
LS case that utilizes only LOS range estimates.

Simulation of a UWB PolLoNet

[n order to evaluate the performance of the LP-based NLOS mitigation scheme, the accuracy of
location estimates in a UWB PoLoNet was simulated. The network comprised Nz = 50 anchors
whose locations are known a priori and a single mobile node traveling at a speed v = 5 meters per
second. The region of interest is a 100 X100 meter® area containing several obstructions as shown
in Figure 2.4-5.

The effective received signal-to-noise-ratio (SNR) at the ith anchor corresponding to a
transmission by the mobile node is modeled by & =K PPTR,.ﬂ , where P, denotes the (constant)

transmit power, R, is the distance between the mobile node and the ith anchor and K, is a

1

constant that subsumes the effects of other physical layer parameters. Successful “ranging” is
assumed to occur between the mobile node and the ith anchor when the SNR & is larger than a

threshold SNR &, . Depending on the locations of the mobile node, anchors and obstructions, at
any instant of time the mobile node may successfully obtain range estimates from both LOS and
NLOS anchors. The path loss exponents for the LOS and NLOS cases are assumed to be £, and

B, respectively. Therefore, at a given instant of time, the mobile node receives unbiased range
estimates from LOS anchors that are within the radius

1
Rmax.L =, (KPI)Tg;I )ﬂL ’
and biased range estimates from NLOS anchors that are within the radius

i
Ry = (KPPTé:T_I)ﬂN )
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from the mobile’s current location. The range estimates from LOS and NLOS anchors are
assumed to be governed by models described in [AWIN3].
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Figure 2.4-5 Simulation of a UWB PoLoNet in a NLOS environment. The parameters used
in this simulation are: £, =1mW,K,=10",8, =2,8,=2.5 K, =0.05, B_, =15meters.
The total number of anchors is N, = 80, and the mobile node moves at a speed of v=15
meters/second through a 100x100 meter” area.
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Figure 2.4-6 A comparison of the LS-(LOS+NLOS), LS-(Pure-LOS) and the LP-based
location estimators in terms of the localization error versus time.

Figure 2.4-6 compares the true location of a mobile node at a given instant of time with the
location estimates computed using the LS-(Pure-LOS), LS-(LOS+NLOS) and LP approaches.
The mobile node estimates its location (using the three estimation approaches) based on range
information from anchors every second between ¢t =0 and ¢ = 50seconds. We see that the LP-
based NLOS mitigation scheme outperforms the two LS-based schemes. This is also observed in
Figure 2.4-6 which compares the localization error achieved by the three approaches versus time.
We see that on the average, the LP-based NLOS mitigation scheme achieves higher localization
accuracy than the LS based location estimators. In fact, the LP approach achieves approximately
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an order of magnitude improvement with average error < 2m’ as compared to ~20m’ for the LS
technique.

Conclusions

We have investigated a novel linear-programming approach [AWIN3], [Venk06], [Venk06b] for
the problem of node localization in NLOS environments. The main motivation for the
development of this method is that in typical indoor position-location networks, it is likely that
we will be required to compute a node’s location using a mixture of LOS and NLOS range
estimates. Using the LOS range estimates to define the objective function, and the NLOS range
estimates to restrict the feasible region for the linear program, we showed that NLOS range
information can be used to improve node localization accuracy without incurring performance
degradation due to bias errors. This approach was shown to perform better than the standard LS
estimator when a mixture of LOS and NLOS range estimates is provided. Relative to LS
estimation, it was found that the proposed approach is less sensitive to an increase in NLOS bias
errors and that increasing the number of NLOS range estimates improves node localization
accuracy. The efficacy of the proposed method was demonstrated through simulation results for a
UWB Pol.oNet in a NLOS environment. Further, the proposed approach can be applied to a
general three-dimensional location-estimation problem.
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2.4.1.2 Subtask 2.4.1b Cross-Layer Design of Cooperative UWB Networks

During this period, based on work from the previous quarter, we focused on how the application
of optimal waveform adaptation techniques in the physical layer alleviates the design of the MAC
layer. First, for distributed ad-hoc networks, simulation results show that by transmitting the
optimal (in an SNR sense) sequence, with the help of an MMSE receiver, it is not necessary to
assign an exclusion region to improve total throughput in an ad-hoc network. Second, due to the
relationship between a link’s SINR and its channel capacity, we derived an SINR expression for a
centralized network; for distributed wireless networks, the SINR bound is still under
investigation.

Accomplishments during reporting period: Recalling the simulation results from the previous
report, waveform adaptation techniques were shown to exhibit the potential to improve overall
network throughput when UWB waveforms are used at the physical layer. To better understand
the interference mitigation capability of waveform adaptation, standard spreading codes were also
investigated assuming the same network topologies for a fair comparison. The goal was to
determine the additional advantage that optimal waveform design provides over classic spreading
codes with known auto-correlation and cross-correlation properties. Both of these approaches
focus on using the physical layer for interference mitigation. Moreover, the concept of the
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“exclusion region” is examined where no transmitter can transmit in a certain area, hence
alleviating interference via MAC layer design. The details of routing, exclusion region,
optimization and optimal waveform adaptation techniques are given below.

MER and DIR Routing Protocols

Current literature for ad-hoc networks focus on setting up a routing table with or without given
system loads. Due to the properties of an ad-hoc network, which lacks infrastructure, the steps
followed for these routing protocols are as follows. First, the nodes must obtain the system
topology, then paths are calculated using shortest-path algorithms. In our simulation, we assume
that the geographic location of transmitters and receivers are known. Thus, the shortest path
algorithm is the only thing that needs to be considered. Three algorithms were examined:
Bellman-Ford, Dijkstra, and Floyd-Warshall algorithms. The first two calculate the path from
multiple nodes to the destination, and the last one calculates the path of all nodes to all other
nodes. Bellman-Ford obtains its path by iterating on the number of arcs in a path, Dijkstra iterates
a path’s length, (Iength has to be nonnegative), and Floyd-Warshall iterates on the set of nodes
that are allowed as intermediate nodes on the path. Comparing these three, Dijkstra is the only
suitable algorithm for our problem, and in our simulation we used it to obtain the shortest path for
the minimum energy routing (MER) protocol. Moreover, the cost function is set according to the
path loss model, and multiple hops are allowed for energy efficiency purposes. As a comparison,
DIR routing doesn’t consider the fading or path loss, instead directly sending the data to the
destination in a single hop.

Exclusion Region

The implementation of an exclusion region is a somewhat new idea for wideband wireless
systems, and has not been applied in narrowband (NB) systems. Due to the small bandwidth, the
spectrum is easily divided into several channels to guarantee the performance of NB systems.
However, for ad-hoc networks, multi-access interference is the key issue. Therefore the MAC
layer design is extremely important to mitigate interference. For example, TDMA and FDMA
mitigate interference by orthogonally assigning channels via different time slots or frequency
siots. Furthermore, CDMA uses codes, cells (geographic exclusion region only for frequency
reuse purpose) and time slots to solve the multi-access problem.

For applying an exclusion region to UWB, the concept itself is pretty straight forward. Basically,
a geographical region is assigned around the receiver where no other transmitters can transmit to
reduce the interference seen by that receiver. In our design, our target is to use waveform
adaptation as a replacement for exclusion region in an attempt to achieve equal or better network
throughput without the complexity of establishing exclusions regions.

Optimization Equations:

By solving the optimization equation sets in (2.4-2), we optimize the usage of time slots and the
total network throughput is maximized. When comparing the optimal waveform to standard
spreading codes, the only parameter that is different is the assigned waveform. Thus, a higher
total network throughput means greater interference mitigation capabilities of that waveform.
This is true because the total network throughput is directly a function of each channel’s SINR.

i .
Max Y log(f")
i=l
L4l
stBf" <Y wr"

n=)

(2.4-2)
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n' = K *SINR;

L+1
Tw, =1
n=}

n MAX
B <P

Id.sre=0

Note that in the above equations », /,B,f, r represents the time slot, link, routing matrix, flow and
data rate respectively, w is the duration of time slots, and P is the power of nodes.

Waveform Adaptation

The principle behind the optimal sequence algorithm is to design the transmit sequence based on
the channel matrices and observed interference. The optimal SINR waveform is designed to
mitigate channel interference in multiple access scenarios whereas the optimal SNR waveform is
designed to maximize the captured energy in a single link. These two waveforms were originally
designed for a centralized system which utilized an MMSE receiver. In this work, we have
implemented them in a distributed ad-hoc network to combat interference and simplify the design
of MAC protocol.

UWB Ad-Hoc Network Simulation Results

In the simulations, we examined the optimal SNR sequence, the SINR sequence and an MMSE
receiver at the physical layer. At the MAC layer, we examined both assigning an exclusion region
and not assigning an exclusion region. To have a fair comparison, we fixed the topology, routing
and scheduling for the ad-hoc network and the spreading gain is set to be 127. For DS-UWB, a
Rake receiver with 1- finger is used. Indoor non-line of sight (NLOS) channels are randomly
assigned to each link of networks, based on channel impulse responses taken by the Mobile and
Portable Radio Research Group (MPRG) at Virginia Tech.

Several techniques are compared and are referred to as algorithms 1 - 7:

1. Transmitters are assigned standard spreading codes (Gold or m-sequences), and Rake
receivers with 10 fingers are used at the receiver.

2. Similar to algorithm 1, except that MMSE receivers are used.

3. Optimal SNR sequences are employed at the transmitter, and MMSE receivers are used at
the receiver.

4. Similar to algorithm 3, but one of the concurrent flows chooses the optimal SINR
sequence.

5. Similar to algorithm 4, but one of the concurrent flows chooses the optimal SINR
sequence, and its receiver uses the MMSE algorithm.

6. Similar to algorithm 7, except that after one of the concurrent flow chooses the optimal
SINR sequence, and its receiver updates the MMSE template, the other receivers update
their MMSE templates.
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Table 2.4-1 The total throughput of UWB ad-hoc network ( nodes density 10 )

Total Utility Exclusion Region Non Exclusion Region
1.DS-UWB(Rake Receiver) -5.7553 -14.1980
2.DS-UWB(MMSE Receiver) 2.0847 0.7772
3.SNR Seq. (MMSE Receiver) 12.5048 12.7394
4.SNR+SINR+Matched filter 10.9734 9.9558
5.SNR+SINR+MMSE(no update) 11.7966 11.2571
6.SNR+SINR+MMSE(update) 12.6095 12.9749

Conclusion

The simulation examined three techniques for mitigating multi-access interference in UWB ad-
hoc networks: waveform design, MAC-layer based exclusion regions, and an MMSE receiver.
Several conclusions are drawn as listed below:

e The MAC-layer technique of employing an exclusion region helps increase the total
throughput of UWB ad-hoc networks in general. However, in algorithm 3 and algorithm
6, the implementation of an MMSE receiver alleviates the requirement of an exclusion
region, and in fact achieved better throughput.

e Testing results in Table 2.4-1 show that an MMSE receiver works better than a Rake
receiver in UWB ad-hoc networks as expected regardless of other techniques, with the
penalty of implementation complexity.

e Although algorithm 6 provides superior results among all six algorithms, due to the
complexity and computational load, algorithm 3 is the most practical since the throughput
improvements of algorithm 6 over algorithm 3 are minor. Moreover, algorithm 3 reduces
the number of time slots for the receiver to estimate and update multi-access channel
interference.

SINR of Algorithm 3 in Centralized Systems

It is shown in Table 2.4-1 that the adoption of waveform optimization techniques improved total
network throughput as compared to DS-UW. However, it didn’t clearly show the interference
mitigation capability of the waveform adaptation itself, without an MMSE receiver. The purpose
of this section is to obtain an SIR expression when adopting an MMSE receiver in a centralized
UWRB system, and move on to the distributed system in the next reporting period.

First, we write the UWB signal model as

K
y(m)=Y H,S,b,/p, +n(m) (2.4-3)
k=1

where ke{l,..K} indexes the multiple users, H,,S,, b, and p, are the channel matrix,

signature sequence, data symbol, and transmit power of k™ user respectively. Applying SVD
decomposition, matrix H can be expressed as
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H=UAV",HS=.JA_U (2.4-4)

where A, is the largest eigenvalue of the positive definite matrix H'H, and S is the

corresponding eigenvector,U is the corresponding column matrix of i Denoting matrix

P =diag{R,P,..., P, }and D=diag{Ed(UlUlT),Ed(UzUzr),'--Ed(UkUkT)}, the expectation of
T .

w s

E,(w")= ZE(pAHSSH)+0'1 ZpkAE(UU)+O'1 APD+ 071

k=1

(2.4-5)

Without loss of generaltiy, the MMSE receiver for the first user can be written as

c=E,(By)E,(»")=(APD+c’ 1) AU,\[R, (2.4-6)
Then the SIR for m" user when adopting an MMSE receiver is

S5 'H 8 p
T m m m~mil’m
SIR, = p,, ".Hm(;mP,HJSJSJH tE B H S = STH'Z'H,S,p, @47

where Z=HSPS'H" +6°l and H=[H,H,,.H,Jand S=diag{$s,,S,,..,8;}.

Using the matrix inversion formula, the inverse of the multi-access interference is

T
el A e ﬂ) STH' (2.4-8)
O'

g g

Given the optimal SNR sequence, equation 2.4-7 is simplified into

=Ty T
gt b HESSH (2.4-9)

2 4

PICf2 P20’ P’
pA+0’ pyda+a’’
user is given in equation 2.4-9 and 2.4-10.

where = = diag( ) Combining (2.4-7) to (2.4-9), the SIR of m™

P Ak +0’

B,
SIR, =2 :
) (2.4-10)

L ApUNUUU,
U,p, = Lot (g3 ALILO L

K
S ET
ﬁ m m 2 ( Z = p’/i +O- (24-1 1)

ApU
i=1 /17

Further Directions

In this report we have derived the SINR expression when adopting optimal SNR waveforms and
MMSE receivers in centralized scenarios. In the next period, we would like to extend this work
to distributed systems to obtain an asymptotic expression for SINR. Furthermore, since the
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simulation results show the total network throughput of narrow-band ad-hoc network deceases
with an increase in the network node density, while UWB ad-hoc network appear to trend in the
opposite direction, we would like to further investigate this topic.

2.4.1.3 Subtask 2.4.1c Cross-Layer Design of UWB Network MAC Layer

Introduction

Recent technological advances in wireless communications and networking have required more
sophisticated medium access (MAC) protocols. In particular, for energy-constrained wireless
networks, it is crucial to design the MAC scheme such that the unique physical layer (PHY)
features of the underlying radio technology are fully exploited to provide an energy-efficient and
robust networking infrastructure. In this subtask, we present an initial description of a proposed
MAC protocol to efficiently connect distributed wireless sensors on the basis of the underlying
impulse radio based ultra-wideband (IR-UWB) PHY. A wireless sensor network (WSN) is an
emerging networking technology that enables unprecedented abilities of observing and
understanding large-scale real world phenomena with high spatio-temporal resolution. Since most
sensors are battery powered and often need to be autonomous and self-configurable in a hostile
environment or surveillance area, the network system and protocol design should meet
challenging demands such as low energy consumption, scalability, adaptability and reliability.
Particularly, energy efficiency is a major protocol design concern since it often acts as a resource
bottleneck in WSNs. Interestingly, as can be seen in Fig. 2.4-7, many of the needs can be satisfied
by IR-UWB technology with unique PHY features such as precise positioning, resistance to
multipath effects, power consumption and simple hardware design. These UWB PHY
characteristics are all principal system design and performance criteria for WSNs. A main theme
of our MAC design is to build a simple but robust medium access solution for UWB-based WSNs
(UWB WSNs) while meeting the challenging demands of WSN applications based on unique
UWB PHY attributes. To achieve this goal, we will try to bridge the gap between the underlying
PHY issues and higher-level network system design. Through the initial analysis and simulation
results, we conjecture that our VT-MAC protocol which relies on an adaptive impulse radio PHY
will outperform existing MACs for WSNs in terms of energy efficiency, network throughput and
delay. It is expected that the extensive comparative results of VI-MAC and existing WSN MACs
will be shown to support our claim in the subsequent report.

Configurable adaptation WSN device UWB PHY features
capabilities by VT-MAC Low transmit power

i Wireless Simple hardware design

(9

routing Low cost device

Self-configurable
Unattended

Fine ranging

Precise positioning

Multipath immunity

Low probability of detection
High data rates

Multi-modal -
o= Sensing Ultra-wideband spectrum
Configurable PHY parameters
Battery powered

Figure 2.4-7 WSN demands, UWB features and their matching.
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Adaptive Impulse Radio

One of the crucial factors characterizing spread spectrum comumunication systems is the
processing gain. Recently, researchers (particularly in the communications area) have suggested
controlling the processing gain to adapt to time-varying channel conditions since a higher
processing gain means stronger resistance capability to channel fading effects and interference.
This improvement is typically enabled by using a longer PN sequence.

IR-UWB, which is a form of spread spectrum, inherently provides two types of processing gain.
The first type is the gain obtained from redundant chips or pulses used for sending one
information bit. This processing gain is similar but not identical to the conventional gain. The
second type of processing gain is the average number of chip time slots between consecutive
pulse transmissions termed the frame size in the UWB literature. The basis of adaptive impulse
radio is formed from these two types of processing gain, thus enabling the radio to effectively
trade data rate, transmit power and transmission range.

An important but quite unexplored UWB characteristic is configurable PHY system parameters
associated with the processing gain, which are exposed to the higher layers. It is seen in a UWB
signal model assuming binary time-hopping (TH) impulse radio for a node &£ in the form

k
S,( )(t)=

il 40 1T 6T i
j=mea I

s

where £, is the transmit bit energy, N, is the number of pulses per information bit d , N, 7. is
the hopping frame time 7,, N, is the number of chips per frame, 7, is the chip time slot

duration, ¢; Is the jthdecimal code, and 0 is the modulation index. IR-UWB, unlike

conventional narrow-band and spread spectrum radios, provides more flexible PHY “control
knobs” to dynamically trade the data rate, transmit power and radio range by software control.

To better understand the means that each node exploits this tradeoff, let us examine the SNR per
bit in AWGN: EX [N, =P T [N, = PNOT® [N, =P, % [N, where

=

o >

S
Q@@

Figure 2.4-8 Virtual token ring in VI-MAC.
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P =P,B, P, is the power spectral density (PSD) and B, is the signal bandwidth. A% is the

a

total processing gain of the node k and expressed as B,/R" = BNNYT =~ NN where

R is the symbol rate of the kth node. Assuming a fixed signal bandwidth (i.e., the average

transmit power is constant due to PSD limits), we can increase the SNR per bit at the receiver,
thus extending the range for the same SNR per bit, by augmenting N, which is the number of

pulses per information bit (i.e., the first type of the processing gain). Equivalently, this increase
results in a reduced data rate and, possibly, higher interference to adjacent nodes. Another way to

increase the total processing gain is to either increase frame size N, (i.e., the second type of the

processing gain), which is the cardinality of the hopping sequence for multiple access or to
decrease pulse duration. This does not help to increase SNR but may reduce MAI and multipath
effects, resulting in a better SINR. Notice that the processing gain and data rate will be adjusted
linearly as N, or N, is tuned. In other words, by a simple means, we can adaptively control the

underlying operational structures and parameters such as network topology, power consumption,
data rate and transmission range according to the network variability. This variability caused by
common events in WSNs such as node failures, the addition of new nodes, and location changes
significantly impacts the network’s reliability and energy consumption.

Due to the nature of spread spectrum signaling and unique PHY properties of UWB radio
communications explained above, we believe that it is imperative to take a new approach across
protocol layers for UWB-based WSNs. During the next report period, we will further study on
these (iross-layer adaptation issues of impulse radio which will be incorporated into our MAC
design™

Virtual Token Ring Medium Access Control

The virtual token ring medium access control (VI-MAC) is proposed for distributed, dynamic
and conflict free multi-user channel access for WSNs. The underlying PHY is IR-UWB that
promises both reliable communication and multi-modal sensing capabilities as well as other
unique PHY features. VI-MAC exploits the spread spectrum signaling nature of IR-UWB to
form a logical token ring whereby concurrent packet transmissions by nodes in different rings can
be possible. Virtual tokens, which represent PN codes for IR-UWB, are immune to critical MAC
issues such as the hidden and exposed node problems, highly reducing the overhead of control
packets. Moreover, we will incorporate the capability of adaptive impulse radio into VT-MAC to
adapt to dynamic changes in network conditions and topology during the next report period.

I. Two Types of Virtual Tokens

Virtual tokens are key underlying components of our MAC protocol named the virtual token ring
medium access control (VI-MAC) (see Fig. 2.4-8). Intrinsically, TH impulse radio must use time
hopping pseudo-random noise (PN) codes to randomly locate pulses in certain time slots to
deliver information while avoiding pulse collisions for multi-user channel access. Such a PN code
acts as a virtual token in VT-MAC so that no additional overhead or delay is induced. Moreover,
this scheme requires no handshaking control packets that cause high delay, throughput
degradation, and energy waste especially in IR-UWB wireless networks due to its long
acquisition time.

'We plan to include persuasive mathematical derivation and results reflecting the PHY adaptation capabilities of adaptive
impulse radio

108



As seen from Fig. 2.4-9, there are two types of virtual tokens employed in VI-MAC: the virtual
ring (VR) and virtual signature (VS) tokens. The VR token is used to identify each ring in which

it should be
Viral Signature | ohen
- I
| IP lleader [ Payload
MAC B ; >
Teadar MAC Senvice Data Umit (MSDL MFR “
Dresmisie MY MAC Protocol Data LniniMPDLU)
Header PHY Secvice Data Unit (PSDU)y

L
Virtual Ring loken

Figure 2.4-9 Data packet structure including two virtual tokens.

grabbed by each node before the VS token is obtained for data transmission. Therefore, multiple
transmissions on the same VS token in different virtual token rings can be possible.

I1. Data Packet Structure

The data packet structure is shown in Fig. 2.4-9 where you can see how VR and VS tokens are
used. The preamble and PHY header as well as the MAC header and footer (MFR) are spread
with the VT token which is unique in each ring or spatially reused. The VS token is used to
spread the [P header and thus nodes having both the assigned VT and VS information are allowed
to acquire data packets of interest This method can effectively address the hidden and exposed
node problems as well as the broadcast nature of the wireless medium. This is because the
medium access scheme is conflict free in each ring but allows concurrent packet transmissions by
nodes belong to different logical rings due to the spread spectrum PHY.

II1. Code Monitor and VRC Packet Structure

A code monitor (CM) is selected by some routing protocol which may represent a parent in a
routing tree or a dynamic cluster header. The CM has a role to monitor its ring and handle node
failures or additions. It broadcasts the virtual ring control (VRC) packet to assign a PN code (i.e.,
N,and N, ) to each node involved in its ring formation. The figure is not included herein but we
can expect a simple VRC packet structure that is spread with the VR token only, acquired by
every node in a ring.
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Figure 2.4-10 Communication between a code monitor (CM) and node k.

IV. How VT-MAC Works

With respect to wired local area networks (LANs), token-passing MAC protocols have been
standardized for wired token-bus LANs (i.e., IEEE 802.4) and token-ring LANs (i.e., IEEE
802.5). Particularly, the token-ring MAC protocol was successful until high-speed switched
Ethernet was developed in the early 1990s. It was known to be decentralized with a high
efficiency. However, a physical token passing protocol inherently encounters critical issues such
as additional overhead and delay, problems due to node failure and the multiple/lost token
problems. In addition to these token-related problems, its wireless counterpart has been generally
ignored due to the broadcast nature of the radio channel and highly unreliable link quality. Ergen
et al. proposed a wireless token ring protocol (WTRP), where the token is a special control packet
in 2002 and improved it in 2004 [Ergen04]. Despite their efforts of showing WTRP works by
some analysis and simulation, it needs rather complex algorithms to resolve muitiple and lost
token problems as in the IEEE 802.5 as well as additional issues caused by the inherent
characteristics of the radio channel. Even with this burden, their performance results show a little
improvement over the IEEE 802.11 MAC.

In VT-MAC, virtual tokens (i.e., PN codes) are used, thus eliminating the token-related issues.
Moreover, a node k only needs to acquire the predecessor’s packet spread with a PN code 4-/ as a
token. Thus, the token passing mechanism can be simply implemented and each node only needs
to obtain the information about three PN codes dynamically: the common VR token code and two
different VS token codes. Its data payload is spread with its default PN code, which is fixed
during its entire operation. Figure 2.4-10 shows how nodes can communicate with the CM, and
receive and then pass their tokens.

V. Ring Formation Algorithm and Cross-Layer Design

The core of VI-MAC is the ring formation algorithm which correctly forms a virtual ring. We
will first show why the mechanism is distributed and reliable, and in subsequent work will prove
that the algorithm is correct. For virtual ring formation, each node only needs to retain its local
connectivity graph, which is easily obtained from the network layer. Nodes perform simple linear
matrix multiplication of a local adjacency matrix and channel estimate matrix to produce a ring
Sformation matrix R as
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The resulting matrix is appropriately filtered to obtain a final ring vector used to configure the
UWB PHY parameters (see Fig. 2.4-11). The values are determined to mmlrmze transmit power
as long as the application’s requirements for BER and delay bounds are satisfied’. The cross-layer
design plays a key role herein and the application needs to collaborate with the lower layers to
achieve a desired QoS. In this connection, VI-MAC operating on adaptive impulse radio can
provide the application layer a dynamic delay and throughput tradeoff curve over which an
application can seek the optimal point. We will study this further in future work.

Performance Metrics for MAC Design

We introduce key performance metrics for MAC design with a particular emphasis on energy
constraints. In the recent past, technological advances in wireless communications and
networking have required more sophisticated medium access protocols, thus bringing a range of
new approaches.
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Figure 2.4-11 Overall network protocol stack.
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Especially with the minimum dependence on coordinators, the role of managing and controlling
common network resources should be distributed to every node in a network. Therefore, a well-
designed MAC protocol is too critical to increase the overall system performance while
minimizing resource consumption.

The performance metrics used for MAC design in our investigation are: energy efficiency,
network lifetime, aggregate data rate (or throughput), average data rate (or throughput), packet
reception rate (or bit error rate), fairess, delay, and QoS provision in terms of a latency or
throughput bound. Also their roles in enabling a network to be adaptable, self-configurable,
flexible, and scalable are important design criteria. Through continuing analysis and simulations,
we will show that VT-MAC can achieve the above metrics very closely for future work. In the
following, we show some of the analysis and simulation results in the early evaluate stage.

Analysis and Simulation Results in the Early Evaluation Stage
Assuming fixed data packet size L=50 bytes and control packet size L =5 bytes, we get a
channel capacity (i.e., maximum throughput) as
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where T is the packet transmission time of a node ¢ . Recall that R%? =1/ N N9)T. . When

the channel and network conditions are good, we may use the &k packet reservation scheme (i.e., £
runs over the entire ring without the controlling intervention by CM) and we have

@ — k?; ;C)
kT 47
24.14
___HYRY e
(kL+L.)/RE
The mean packet delay is computed as [Bert92]
= D 1
D:W=(1+a)[1+—2(l_p({))i| (24-15)

where @ =1/T and p'9) =A/u=LA°/R¥ , A is the packet generation rate of the node ¢ .

The above results are shown in Fig. 2.4-12 and Fig. 2.4-13. Figure 2.4-14 shows how many
virtual rings can overlap without any packet error under near-worst cast scenarios with fixed
values of N, and N, . This MAI can be significantly reduced by adapting the impulse radio

parameters to interference as shown in Fig. 2.4-15, where nodes are forced to be active at random
but packet reception rates remain almost perfect throughout the simulation (not shown herein).
This result implies that VI-MAC will be able to overcome co-ring interference by adaptively
configuring the PHY parameters of impulse radio. We will also include more adaptation
capabilities of impulse radio in the network variability such as dynamic changes in the network
topology and channel condition.

Conclusion and Future Work

In this quarterly report, we presented a preliminary report on VI-MAC, a distributed, dynamic
and conflict free multi-user channel access protocol for IR-UWB wireless sensor networks. VT-
MAC uses two types of virtual tokens, VR and VS tokens, to spread data and VTC packets. The
virtual tokens do not require any additional overhead and delay as well as token-related problems
that we encounter in physical token passing protocols. We showed how VT-MAC resolves the
hidden and exposed node problems, which appear inherently in the wireless medium.
Traditionally, we addressed these issues by employing control packets such as RTS and CTS for
contention-based MAC protocols or fixed scheduling time slots assigned centrally by a master
node for conflict free MAC protocols. VT-MAC is distributed so that a dynamically chosen
controller having the identical functionality (called the code monitor herein) needs to have
minimal involvement in the virtual token passing.

We also introduced the concept of adaptive impulse radio and its role for MAC design. More
detailed introduction and mathematical analysis demonstrating how impulse radio can adapt to
dynamic link conditions and network topology will be done in future work. It is expected that we
will show that the adaptive radio can optimize network lifetime and throughput by configuring its
unique PHY parameters. We will also perform extensive analysis and simulations, and compare
the results to existing MAC protocols proposed for WSNs, as well as developing crucial MAC
mechanisms such as sleep scheduling.
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3. TASK 3 Visualization of Wireless Technology and Ad Hoc Networks

3.1 Overview

Task Objective: The objective of this task is to identify and investigate AWINN enabling
technologies for the Close-in Sea Basing.

Organization: The task is directed by Ali Nayfeh and Rick Habayeb. The personnel list follows.

Rick Habayeb, faculty
Ali Nayfeh, faculty

Summary: The main activity during this period is the installation of the crane controller on a
Shanghai Zenhua Port Machinery (ZPMC) quay-side container crane at Jeddah Port, Saudi
Arabia. This will provide the bridge to transition the UWB ranging technology into the Sea
Basing environment.

3.2 Task Activities for the period

During this quarter we had a golden opportunity to establish a potential transition path for the
AWINN technologies into the Sea Basing environment. We successfully installed the VT
controller on a Shanghai Zenhua Port Machinery (ZPMC) quay-side container crane at Jeddah
Port, Saudi Arabia. The crane has a useable track of 100 meters, with a maximum trolley speed of
4.0 meters per second. The trolley is 45 meters above the pier. The hoist capacity is a maximum
of 45 tons of cargo—the spreader bar is 15 tons—for a total of 60 tons, from -20 meters—into a
ship-hatch below the pier—to 35 meters above the pier with a maximum hoist speed of 2 meters
per second. The crane can lift either a single 8x8x40 ft container or two 8x8x20 ft containers at
one time.

The controller has more than doubled the throughput of the average operator from approximately
25 containers per hour to 60 containers per hour. Considering a typical Panamax class container
vessel has on the order of 4600 containers, this is a huge increase in performance.

The VT anti-sway controller is a feedback control system designed to reduce spreader-
bar/container sway during and at the end of cargo transfer maneuvers. For the control system to
work, the “sway angle” or the “pendulation angle” of the container must be accurately measured
and fed-back to the control algorithm. Using these measurements, the controller modifies and
corrects the operator joystick commands to the trolley motors. In a live, full-scale implementation
on a quay-side container crane, a “contact” sway sensor must be rugged and able to withstand
very large forces from multiple sources. In the Jeddah installation, cable rider-type sway sensors
were used to monitor the spreader-bar/container sway at all times. These “contact” sway sensors
measure the cable angles through mechanical linkages attached to the crane hoist cables.

Figure 3-1 shows the VT anti-sway controller installed on the quay-side container crane. The
“Main CPU” houses the processing unit: a solid-state computer and power supply. The “Operator
Panel” provides an interface to the operator.
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Figure 3-1 The “Main CPU” and “Operator Panels” mounted inside of the trolley cabin on
the quay-side container crane at Jeddah Port.

The current generation of sensors is cable-rider type as seen in Figure 3-2. They utilize a drop
arm attached to an absolute encoder for angle measurements. Due to the fact that the hoist cables
are braided steel cables, there is tremendous wear-and-tear on the sensors. There is a pair of
Sensors per crane.

Figure 3-2 A sway sensor mounted underneath the trolley of the quay-side container crane
with hoist cable.
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The hoist cable is threaded between spring-loaded pulleys seen in Figure 3-3. The pulleys are
parts (1) and (2). Due to the abrasive nature of the braided hoist cable, the pulleys are supported
by stainless steel plates at (3) and (4).

Figure 3-3 A close up view of the sway sensor rider assembly showing the hoist cable and
spring-loaded pulleys.

The wear-and-tear is clearly visible in Figure 3-4. The two nylon rollers (4) and (5) are used to
keep proper alignment for the sensor-to-cable. Careful examination of (4) shows a deep gouge
where the cable has eaten away at the roller. The expected lifetime of each roller is approximately
3 months. The process of replacing the roller requires a person to stand on top of the crane
spreaderbar, suspended 45 meters above the ground. Then, nuts at (1) and (2) are removed. Part
(3) i1s then removed. Parts (4) and (5) can now be replaced. Then part (3) is returned and rebolted
with nuts (1) and (2).

Figure 3-4 A close up view of the sway sensor rider assembly showing the wear-and-tear on
the rollers.
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3.3 Importance/Relevance

ForceNet is the Navy implementation plan for Network Centric transformation. There are three
fundamental concepts in ForceNet: Sea Shield, Sea Strike, Sea Basing. Sea Basing is projecting
joint operational independence. There several technological challenges associated with the Navy
vision for Sea Basing. The first major challenge is the Close-in  command, control, and
communication (C3). Currently, ship-to-ship Close-in  C3 during UNREP is tedious, time
consuming, archaic, and labor intensive. This project will explore, develop, visualize, and
integrate the high payoff enabling AWINN technologies for the close-in sea basing environment.

3.4 Productivity
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N. Nayfeh- January 25, 2005 to present
M.Daqaq — January 25, 2005 to present
O. Marzouk- January 25, 2005 to present
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4. TASK 4 Testing and Demonstrations

4.1 TIP #1 Distributed MIMO UWB sensor networks incorporating software radio

Cooperative communication in energy-constrained networks is a topic of emerging interest in
recent years especially for sensor network applications. We consider cooperative transmission
from a cluster of nodes to a remote receiver. The transmission protocol used is randomized
orthogonal space-time block coding (OSTBC) {1], which allow each node to randomly transmit
one column of a given space-time code matrix. Previous work in [1] has shown that the scheme
can achieve maximum possible diversity order for a given SNR as the number of cooperating
nodes increases. Investigations in [2]-[5] looked at performance improvements in terms of
capacity, energy efficiency, and average bit error rate (ABER) for several cooperative relaying
strategies. However, all of the above-mentioned studies have ignored the effects of time
synchronization errors which are inherent in practical systems. Simulations in [6] have shown that
a distributed Alamouti system with 60% timing error can perform better than a perfectly
synchronized SISO system under Rayleigh fading. In this paper, we examine the range
improvement achievable under realistic conditions accounting for time synchronization errors.
We use Gaussian approximation to evaluate the SINR at the receiver and then evaluate the
corresponding range improvement. We show that the scaling of range as the number of nodes
increase is not linear. It reaches a limit where increasing the number of nodes does not improve
range.

A distributed MISO system is studied in this paper, where a group of nodes cooperate to form a
transmit cluster. We assume perfect inter-cluster communication as the focus is on timing errors
from distributed transmitters. A source transmits information to other nodes within the transmit
cluster which then encode the symbols using STBC scheme and relay them to the receiver. The
randomized STBC scheme is explained as follows. Assume an orthogonal space-time block code
matrix G with dimensions px M where p is the number of time slots used during transmission of

the code block and M is the number of columns. Let N, be the total number of cooperating

nodes in the transmit cluster then, a group of N, nodes may choose to transmit the m" column of

M
G where » N, = N, . Orthogonal code matrix is chosen since it allows the code to maintain

m=1

diversity benefits even when one of the columns is not transmitted.

Time synchronization errors in a distributed system can arise from multiple factors like lack of
common reference driving the local oscillators of distributed transmitters, lack of tracking at the
receiver for all the cooperative links and lack of compensation for propagation delays due to
imperfect location prediction. Apart from these use of pulse shaping filters creates ISI when
symbols are sampled incorrectly which in turn reduces the effective received signal power
reducing the range improvement. In the following we briefly describe the system model and the
analysis.

A BPSK system is considered where the received signal at the destination can be written as

r=Gh+n 4.1-1)
where h=[h,...h, ]T and
Nm
hm = hm,i (4 1 -2)
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corresponds to the equivalent channel coefficient seen by the receiver corresponding to m™
column of code matrix transmitted by N,, nodes. It is also assumed that the channels between the

distributed transmitters and the receiver are independent and undergo slow frequency non-
selective fading. n ~ CN (0,NgI) is AWGN noise at the receiver. To enhance the understanding
of the effect of pulse shaping on the performance of range, we limit our analysis to the Alamouti
scheme.

Due to symmetry considerations of the BPSK system considered, it will suffice to calculate one

of the decision statistics at the output of the linear STBC decoder. The decision statistic X, , i
expanded form is expressed as

2 Ny o 1
th.mbk,m + Z z hl,jbl,jgk—l,j +n
m=|

j=1 I=—oo

[XI]ZC.R |:h;‘1 “hk_z:l 2 Ny fk (4.1-3)
_Z h’:v’"b"“,'" - z Z h;+l,jb1+l,jgk—l—l,j M
m=l sy —

12k+1

where b,is an independent random variable that represents transmitted binary data sequence

taking values {1,—1} with equal probabilities. g,, representing g(t) is the output at the receiver
of the pulse shaped waveform used for symbol transmission. The subscripts £ and / represent the

symbol sampling time. A, , represents 4, , the equivalent channel coefficient, at the k™ symbol

duration as defined in (4.1-1). A, is the channel coefficient corresponding to the /  time duration

transmitted from j” transmit antenna. Now decoding the OSTBC block transmitted for

k™ symbol time duration (4.1-3) can be written as in (4.1-4); where A is the desired part, Z, =0,

Z,and Z,are ISI terms and7) corresponds to the receiver noise at the decoder output. Next we

evaluate the SINR due to ISI resulting from timing errors by applying Gaussian approximation.
17 is a Gaussian random variable whose mean is zero and variance is given in (4.1-5):

)A(' = (|h"-l |2 * |hk.2 |2 ) bk.l * c‘R{(hl:lhkz &= hk.2hl:.| )bk,z}

N, Ny o
+R h;.lzzhl.jbl.jgk—l.j +R hk.ziZh;+l.jbl+l./'gk—l-l,j +m{hk.2nk+h;.lnk+l}

j=1 Iz j=l ==

12k Iek+l
=AF L+ ¥4, 30
(4.1-4)
2 Ny
2 —_—
O-; — m=l — _i=l
2 2

where ¢, , is the amplitude process corresponding to 4, , . From (4.1-2) the PDF of A, , can be

(4.1-5)

Nn
approximated asCN (0,0',.2) for large values of N, whereo? =Z7,. and 7 is the average
i=1

received channel SNR for signal transmitted from i* node.
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Z, can be expressed as

S
Z,= ak.lz Z @y j cos(el.j =0, )bl.jgk—l.j (4.1-6)

Z,has a similar expression and is not shown here. From (4.1-6) it can be seen that the expected
values of Z, . Hence, the mean for all the ISI terms are zero. The variance of Z, can be calculated
as follows:

Ny o

07, = {(ak,) }Z 2, E{(a,/) } {(COS(QI’J))Z}E{(IJI./ )Z}E{(gk 11)2}

j=lI=—o
12k

(4.1-7)

T+

—0, 350, 1 o [Zy]zzn,,“ o (-op

T Jj=ll=— T

Similarly the variance of Z;can also be computed. Adding the variances computed for noise

term, Z, and Z,the SINR at the receiver for randomized space-time block coding scheme can be

o ) (87)

o o§2+0'§3+0,f

computed as

(4.1-8)

Based on the SINR derived above we next show the range improvement achieved by describing
an example. It is assumed that the nodes transmit with equal power so that the average channel
SNR experienced on each link is the same. The carrier frequency f, =2GHz , transmission

bandwidth is considered to be BW = 10 MHz. A node transmits with a power level P;=-10 dBm.
To achieve a minimum SNR= 10 dB at the receiver with a receiver noise figure of 6 dB, the
G,G,A?
167°r°
and assuming G,=3 dB, G,=3 dB, the achievable range for a single node is y = 189 m. By
substituting the SINR in path loss formula as Pr=-10 dBm + SINR, one can now calculate the
improvement in range achieved. The results in terms of SINR improvement due to diversity and
corresponding improvement in range are shown in Figure 4.1-1 and Figure 4.1-2. From the
figures it can be seen that for a given timing error the SINR saturates after a certain number of
nodes also limiting the improvement in range. This is due to the presence of ISI which does not
allow a linear increase in SINR. It is observed that when the timing error is limited to 20% of the
symbol duration, an maximum SINR improvement of 9 dB is achieved and a 2.6x improvement
in range with a minimum of 50 nodes. For timing error greater than 50%, the SINR is less than 10
dB and hence achieves a range less than a perfectly synchronized SISO system.

signal power required at the receiver is Pg=-88 dBm. Using Friis path loss model 7, = P,
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4.2 TIP #2 Close-in UWB wireless application to Sea Basing

Task objective: The objective of this subtask is to develop algorithms that allow UWB technology
to provide precision position location, precision ranging, and imaging. With a low duty cycle and
wide bandwidth, UWB is naturally suitable to radar and ranging applications. As the time
duration of a pulse decreases, it provides finer resolution of reflected signals, such that the system
can resolve distances with sub-centimeter accuracy using simple signal processing algorithms.

Accomplishments during reporting period: After last quarter’s successful demo a second demo is
being considered. This second demo aims to address a different problem with a different kind of

crane. The second crane is a horizontally moving crane on parallel tracks as shown in Figure 4.2-
l.

Crane

Tracks Crang

Unwanted
Swing J

/\> / Unwanted
Crat Swing

Figure 4.2-1 Crane Illustration (not to scale).

As the crane moves the crate which is hanging below sways back and forth. The crate’s
oscillation is unwanted because of the danger that it might hit something, and because the
operator cannot unload the crate unless it is fully still. An automatic crane controller can
eliminate the sway if the exact position of the crate is known. Therefore, an electronic system
needs to be designed to estimate the location of the crate. An initial idea is to have transmitters on
the top of the crate and receivers on the bottom of the crane. The receivers will obtain ranging
information from the known transmitting points and by mathematically manipulating the ranging
information to obtain the location of the crate (Figure 4.2-2). The transmitters can be replaced by
transceivers that will transmit after receiving a trigger signal from a transmitter on the crane
system.
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Figure 4.2-2 Required Crane Location

The major swaying occurs along the direction of the track, and any sway that happens in the other
direction (perpendicular to the tracks) for the time being it is assumed to be negligible.

Proposed Demonstration Setup

It is desired to have an initial demonstration for a proof of concept. The equipment that are
currently available are a two Channel Digital Signal Oscilloscope (Tektronix CSA8000B) and a
30ps Pulser made by Geozandas. A setup with a transmit point and two receive points can be
made with the available equipment. The flexibility of the movements will be determined by the
antennas used for this demo. If common available large UWB antennas are used the ability of the
system to estimate the position can be demonstrated but the motions might be limited.

Operation Description

Again, it is assumed that the crate moves only in one plane. A transmitter is placed on the crate
that will send an UWB pulse. There will be two receiving positions on the crane. From the time
needed for the signal to travel from the transmitting position to the receiving positions the
distance between each of the receiving positions to the transmitting point will be estimated. Then
the exact position of the transmitting point will be estimated by simple trigonometry. In an
operational system the transmitter can be replaced with a transceiver that will send the pulse
when signaled. More transceivers and receivers can be added for additional accuracy and 3D
information.

Transmit Location Estimation

This section describes demonstrates how the transmit location can be estimated by knowing the
location of the two receive points and their distances from the transmit location as illustrated in
Figure 4.2-3 below.

Let
rl: The distance from Rx1 to Tx
r2: The distance from Rx2 to Tx
d: The distance between Rx1 and Rx2
2% : The angle between the line Rx1-Rx2 and the line Rx1-Tx

127



Figure 4.2-3 Tx location estimation.

Then, it can be shown that the Tx coordinates are given by the following equations:

2
r2—r22+d

_—
2d

¥ = arccos [ﬁj
"

Xy =Xp, tH cos(?h)

Vi = Ve, =1 SI(D)

Future Development

The first demo will determine how much accuracy and movement flexibility is required. That will

help in determining if existing available antennas can be used or if it is desired to obtain new
antennas are needed for a demo.
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4.3 TIP #3: Secure Ad Hoc Networks

4.3.1 Project Description

The testing and demonstration of secure ad hoc networks involves integration and testing along
three related tracks. Each of these will lead to a separate demonstration (or coupled set of
demonstrations) using a common hardware and software base, as implemented in our test bed
network (see discussion of Task 2.1).

(a) Activities within Task 2.1 (Ad Hoc Networks) that support core network services will be
integrated, tested, and demonstrated. Capabilities to be integrated include policy-based
quality of service (QoS), security based on distributed certificate authorities (DCAs) for key
management and trust grading, and mobile ad hoc network (MANET) routing support for
QoS and security functionality and as a means to demonstrate cross-layer design. Cross-layer
design techniques from Task 2.4 will be reviewed and incorporated as appropriate.
Capabilities will be shown operating with Internet Protocol version 4 (IPv4) and, where
feasible within the level of effort possible, Internet Protocol version 6 (IPv6).

(b) A cross-layer approach to transporting multiple description (MD) video in ad hoc networks,
also a part of Task 2.1, will be integrated, tested, and demonstrated. This task will utilize
application-level routing to use application-specific optimal routes. It will integrate with the
MANET routing effort of Task 2.1, e.g., with Open Shortest Path First-Multiple Connected
Dominating Sets (OSPF-MCDS), to utilize the topology information efficiently obtained by
the MANET routing protocol.

(¢) We will integrate real-time middleware from Task 2.2 with the combined QoS, security, and
routing as discussed above and as investigated in Task 2.3. Specifically, we will investigate
and develop methods and mechanisms to integrate policy-based quality of service (QoS)
capabilities at the network level, and perhaps at the link layer, with real-time services offered
by middleware.

4.3.2 Demonstration Description

Table 4.3-1 lists the themes, components, and leaders for the three demonstrations.
Demonstration (a) focuses on core network services. Demonstration (b) involves network
support for a video application. Demonstration (c) relates directly to Task 2.3 and involves the
integration of network services with an application based on the time-utility function real-time
middleware. We will adjust plans based on results from related tasks.

The components of the different demonstrations listed in Table 4.3-1 are currently envisioned to
be the same except for the application — or application plus middleware in the case of
Demonstration (b) — being supported. The security, QoS, and routing components are discussed
further in this report in association with Task 2.1. Note that OSPF-MCDS-MC or, more simply,
OMM, is a multi-channel version of the Open Shortest Path First with Minimum Connected
Dominating Sets (OSPF-MCDS) MANET routing protocol. OLSR-MC is a multi-channel
version of the Optimized Link State Routing (OLSR) MANET routing protocol. The topology
viewer (TopoView) and topology emulation tools are carried over from the previous NAVCIITI
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project but have been modified to support new functions in the network and to work in an IPv6
environment as described in Subsection 2.1(f). It is envisioned that additional performance
monitoring and configuration control tools will be developed as part of Subtask 2.1(e) and used in
the demonstrations.

Table 4.3-1 Demonstration Components and Leaders for the Three Demonstrations

Demonstration Key Components Leaders
a) Core network | ® Security and key management system e Scott Midkiff
services e Policy-based quality of service e Luiz DaSilva
¢ OSPF-MCDS-MC and/or OLSR-MC routing
e TopoView network monitoring
e Performance monitoring tools
e Topology emulation
b) Cross-layer e OSPF-MCDS and/or OLSR routing e Tom Hou
approach to e TopoView network monitoring e Scott Midkiff
MD video e Performance monitoring tools
routing ¢ Topology emulation
¢) Real-time e Real-time middleware o Scott Midkiff
middleware in | ® Security and key management system e Luiz DaSilva
an ad hoc e Policy-based quality of service e Binoy Ravindran
network e OSPF-MCDS-MC and/or OLSR-MC routing
e TopoView network monitoring
e Performance monitoring tools
e Topology emulation

4.3.3 Cooperative AWINN Elements

This test and demonstration requires the inputs from AWINN tasks as specified in Table 4.3-2.

Table 4.3-2 Inputs from Cooperative AWINN Elements

Task (Subtask) Inputs
2.1(a) Prototype implementation of a policy-based QoS scheme
2.1(b) Prototype implementation of MANET security and key management scheme
2.1() Optimized prototype implementation of a MANET routing, specifically

OSPF-MCDS-MC and/or OLSR-MC

Performance monitoring tools; enhanced TopoView; enhanced topology

2.1 emulation
2.1(d) Video sensor application and test bed components
2.2 Real-time middleware
24 Cross-layer optimization elements that can be integrated into the test bed for

testing and demonstration purposes.
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4.3.4 Cooperative Non-AWINN Elements

At this time, no non-AWINN components are required (except for tools and equipment carried
over from the NAVCIITI project).

4.3.5 Schedule of Activities

A general schedule listing major milestones is provided in Table 4.3-3. Note that the schedule is
divided into four phases. The emphasis of Phase I was on core network services of
Demonstration (a) running with [Pv4 and, as much as possible, with IPv6. During Phase 1I, the
emphasis was on core network services of Demonstration (a) running with both IPv4 and IPv6.
Both Phases 1 and II have been completed and were successfully demonstrated on December 8§,
2005. During Phase 111, the emphasis was on the initial integration of the MD video and real-time
applications of Demonstrations (b) and (c), respectively. In Phase IV, the emphasis is on final
demonstration of the MD video and real-time applications of Demonstrations (b) and (c),
respectively.

Table 4.3-3 Schedule of Activities

Activity Date
Phase I: Demonstrate core services using IPv4 4Q2005 |
Phase II: Demonstrate core services using IPv6 4Q2005“‘
Phase III (b): Initial MD video integration 1Q2006
Phase III (¢): Initial real-time middleware integration 1Q2006
Phase IV (b): Final demonstration of MD video 2Q2006
Phase IV (¢): Final demonstration of real-time middleware 2Q2006
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4.4 TIP #4 Integration of Close-in UWB wireless with ESM crane for Sea Basing
applications
Task Objective: The goal of this task is to demonstrate the usefulness of UWB in close-in

communications, ship-to-ship cargo transfer for sea-basing operations, and cargo transfer from
ship-to-shore and vice versa.

Organization: This task is managed by Dr. A. H. Nayfeh
Dr. A.H. Nayfeh, Faculty
N.A. Nayfeh, GRA

Accomplishments During Reporting Period: Having fielded the VT controller on a full-scale
container crane at the Jeddah Port in Saudi Arabia, extensive coordination activities with the
TIP#2 team have positioned us to demonstrate the usefulness of UWB systems for container
cranes. Once the UWB set up for container cranes is ready, we will demonstrate it on our 1/10
scale model of a 65-ton crane shown in Figure 4.4-1.

Figure 4.4-1 The VT 1/10 scale model of a 65-ton container crane.

Importance/Relevance

The proposed work has the potential of being very useful to the Navy’s Transformational Sea-
Basing System. The success of Sea Basing depends on the ability to sustain logistic operations
with significantly reduced reliance on land bases. This requires the development of a high
capacity, high reliability at-sea capability to transfer fuel, cargo, vehicle, and personnel in rough
seas while underway from commercial container ships to large sea basing ships and then to
smaller ships. The wave-induced motion of the crane ship can produce large pendulations of the
cargo being hoisted and cause the operations to be suspended.

Personnel:
N.A. Nayfeh, January, 2005-present
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